PHYSICAL REVIEW D, VOLUME 58, 094002

Hard-scattering factorization with heavy quarks: A general treatment

J. C. Collins
Penn State University, 104 Davey Lab, University Park, Pennsylvania 16802
(Received 9 June 1998; published 11 September)1998

A detailed proof of hard-scattering factorization is given with the inclusion of heavy quark masses. Although
the proof is explicitly given for deep-inelastic scattering, the methods apply more generally. The power-
suppressed corrections to the factorization formula are uniformly suppressed by a paw&p,oindepen-
dently of the size of heavy quark massbs, relative t0Q. [S0556-282(98)03819-3

PACS numbg(s): 13.60.Hb, 11.10.Jj, 12.38.Bx

[. INTRODUCTION with massless Wilson coefficients, that there are uncontrolled
corrections of order a power ofl/Q, whereM is a heavy
A correct treatment of heavy quarks in higher-order per-quark mass.

turbative QCD calculations is importaft—11] to precision The second main characteristic is that the renormalization
phenomenology. Among the reasons is the fact that a su®nd factorization scheme consists of a series of subschemes
stantial fraction of the deep-inelastic cross section at HERAabeled by the number of “active quark flavorsy . This is
is in heavy quark production. Moreover, this occurs in asimply a generalization of the Collins, Wilczek and Zee
region where the heavy quark masses are not necessarflzWZ) schemg12] that is in standard udd 3] for the QCD

negligible with respect to the large momentum scales in th&oupling as. When discussing the numerical values of par-
problem (like Q). ton densities, it is necessary to specify the number of active

However, there is a considerable confusif6—11 flavors that is used in their definition, just as in the case of

about what constitute correct methods for treating heaV)}heT?]OUp“Eg'h ith diff i b f active fi
guarks. Some of the difficulties occur because many treat- € subschemes with different numbers of active Tlavors

ments assume that quarks either are so light that their massas. useful in different ranges of physical scales, but with

are negligible with respect 1@ or have masses that are of overlapping ranges of validity. Since the subschemes are re-
order Q, where Q denotes a typical scale for the hard- lated by definite matching conditioid4,15, the choice of

tten der di . One has to be abl he number of active flavors does not result in any more

ﬁcadlemt]r? pr?cessdgnt er |'scu55|k:)n. one ashot Ie avble iiRefiniteness in the physical predictions than does the free-

andle the intermediate region, wheeis somewhat larger dom to choose a scheme or a value of the renormalization/
than a quark mass but not enormously much larger.

) factorization scale.
Even whenQ is much larger than all quark masses, the

ization[16]. We require that the schemes implement decou-

ues specified at scales of a few GeV. The symptoms of thif)ling [17] of heavy quarks when appropriate, and that they

issue are .the Eilfferent and apparently incompatible “matCh'lmplement the closest possible scheme to the mass-
ing conditions” that have been proposkd. —=

In this paper | will give a relatively simple and general independenMS scheme, which is commonly used for most

proof of factorization including the effects of heavy quarks_perturbatwe QCD calculations. 1f one did not have a se-

The only issue that will not be treated is the cancellation ofduence of schemes, it would be necessary to have mass-

soft gluons, an issue which is essentially orthogonal to théjnezfszr_]g:nésggm“230?3532Oir;]s'tggefgl\évﬁir?cr‘gg:ggoﬁs ::g/e

ones which are causing problems. The key ingredient is thghoosesp articular “thresholds”—more agcuratel . called

observation that the short-distance coefficient functions, .~ part o Hely
switching points”—to change the number of active flavors,

("Wilson coeflicients”) can Ieg|t|matel_y be calcula_lted .W'th. then the evolution kernels change at the thresholds. More-
the quark masses left non-zero. Previous work with A|VfiZ|ster the matchina conditions at the thresholds can be
Olness and Tung6] and others7] has used this method; thou’ ht of as corrgs onding delta-function contributions to
what is new is the complete and detailed all-orders proof. the kgernels P 9

This first main characteristic of the method, that quark Some of the confusion in the literature can be traced to

masses are retained when necessary in the calculations of tn]e - . .
- : R : e supposition that Wilson coefficients must be calculated
coefficient functions, enables factorization to be valid when

the masses of quarks are non-negligible with respect to th\fegth massless quarks. !ndeed, many papers, for .example
large scaleQ of the hard scattering. Hence the method ,18,19, treat factorization as a question of factoring out

ids th | bl h hdS sch . q mass divergences in a massless theory. Such methods
avoids the normal problem when t SCheme 1S USed  tonder when the quarks have non-negligible masses, since

then some of the divergences are not literally present. It
should be noted that the proof of factorization[#0] does
see for examplg9,6]. notassume that quarks are masslgssitrary to the assertion
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in [11]); the proof merely assumes that one is treating a limithave factorization theorems: the leading la@éehavior is

in which the scale of the hard scattering is much larger tham convolution of hard-scattering coefficients, which can be

all masses. perturbatively calculated, and of parton densities and/or frag-
Another source of problems is that many treatments ofnentation functions. There are also evolution equations for

factorization[8,18,19 take as their starting point an asser- the parton densities, etc., for which the evolution kernels are

tion that har_d_ cross_sections are the convolgtion of “bareperturbatively calculable.

parton densities” with unsubtracted “partonic Cross sec-  Ajthough the factorization theorems are true in a general

tions.” Although this assertion is widespread, it has noguantum field theory, and not just in QCD, their particular

proof: it has the status of an unproved conjecture. Indeed it Bitility in QCD is caused by the asymptotic freedom of QCD.

not obvious that it is even true. However, this bare Partonyithout the use of factorization, perturbative calculations of

conjecture Is not necessary either to the proof of the faCtor'Eypical scattering amplitudes and cross sections involve inte-
ization theorem or to its use.

These problems with existing treatments, even without th rals down to low virtualities where the effective coupling is

treatment of heavy quarks, provide motivation for providingtoo. Ia;ge ftc;lr low-order pertu;battrllon theory :0 Eet.valld. Iiacf—
much detail in the proofs in this paper. The proofs apply orization theorems segregate the non-perturbative part ot a
cross section into a limited number of experimentally mea-

equally well in the absence of heavy quarks. i ) -
The treatment in this paper will be based on the basicurable parton densities, etc. Moreover, t_yplcal cross sectlon_s

power counting theorems derived by Libby and Sterfi2i depend on several scales r_:md perturbgtwe calculations typi-

and on the methods of Curci, Furmanski and Petrofzg)  cally have one or two logarithms of ratios of scales for each

for organizing sums of generalized ladder graphs. The trealoop. Since the QCD coupling is not very small, the loga-

ment of heavy quarks uses the methods of Collins, Wilczekithms can ruin the accuracy of practical calculations. By

and Zee(CW2Z) [12]. The powerful methods developed by working with quantities that each depend on a single scale,

Chetyrkin, Tkachov, and Gorishr{il6,22,23 for the opera- one avoids this loss of accuracy.

tor product expansion with mass effects are consistent with For the purposes of this section, we will [Btbe a(large

the CWZ scheme. scale defining the kinematics of the hard-scattering process
The outline of this paper is as follows: In Sec. Il, | explain under discussion and we will |8 denote the mass of some

the requirements that | consider necessary to impose on geavy quark. A satisfactory treatment should satisfy the fol-

good treatment of mass effects. Then, in Sec. I, | review thaowing requirements:

CWZ scheme for renormalization. In that section, | also de- (1) The formalism should apply to all orders of perturba-

fine a consistent terminology of “light” and “heavy” ton theory and include arbitrarily non-leading logarithms.

quarks, ”and of “partonic” (or “active”) and *“non- (2) Explicit definitons must be given of the non-

partonic” quarks. In Secs. IV 1o IX, | prove factorization in e rhative quantities, as matrix elements of operators.

the case that there is one heavy quark andGhitat least as (3) The formalism is to be applicable to all the cag@s

large as the heavy quark mass; this is the case where the _ .
heavy quark is active. As an interlude in the formal proof, inpoltx/lv’erQof/t/I/SndQ< M. and the errors are suppressed by a

Sec. VI, | provide a mathematical example of the asymptot- (4) Multiple heavy quarks should be treated without loss

ics of certain integrals that mimic the behavior of the more f t hether th i £ 1h
complicated integrals in Feynman graphs for QCD. Then iri;rggc(;’rriz no matter whether the ratios of the masses are

Sec. X, | prove factorization for the case that the heavy quar . i ) i
may be treated as inactivé‘Non-partonic” is a better The results in this paper will also satisfy some other re-
term) The general case, that there are several heavy quarlgéjlremeqts WhICh are more matters of convenience than ab-
of various masses, forms a relatively simple generalization ofolute principles:
the preceding work, and is treated in Sec. XI. An account of (1) When a quark mass is large enough for decoupling to
the matching conditions and of the evolution equations ig2pply, calculations should exhibit manifest decoupling. That
given in Sec. XIl. This is followed by an account of the is, they should reduce to calculations in a standard scheme
relation of the present scheme to the schemes of other age.g.,MS) in the theory with the heavy quarks omitted, and
thors, in Sec. Xlll. The conclusions are in Sec. XIV. In the with no need to adjust the numerical values of the coupling.
Appendix, | explain a certain mathematical complication that (2) The scheme should reduce to a standard scherge
appears in the middle of the proof. MS) when the masses are much less t@arWe will in fact
use theMS scheme, so that standard hard-scattering calcula-
tions can be used unchanged in the case that masses can be
neglected.

(3) The previous two requirements apply to both factor-

The overall aim of work such as ours is to represent in-ization and to the couplings.
teresting cross sectiorger other quantitiesin terms of per- (4) The evolution equations for the parton densities, etc.,
turbatively calculable quantities and a limited set of non-should be homogeneous. That is, they should be of the form
perturbative quantities that must at present be obtained fromf conventional DGLAP equations or renormalization group
experiment. A typical result is that for deep-inelastic struc-equations rather than of the form of Callan-Symanzik equa-
ture functions and other hard-scattering cross sections wions [24]. (The solutions of Callan-Symanzik equations

Il. REQUIREMENTS FOR A GOOD FACTORIZATION
SCHEME
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need an extra level of approximation to make them useful for (1) The scheme coincides with ordinamT/S when all par-
calculations,. tons are activé,i.e., na=ns.
(2) Manifest decoupling is obeyed. If we have a process
Ill. CWZ SCHEME in which all external momentum scales are much less than

The short-dist ticient functi | ¢ the masses of the non-partonic quarks, then we can omit all
€ short-distance coetlicient functions are aimost comy raphs containing non-partonic quarks and only make a

plgtely determined once one has specified a scheme for.d ower-suppressed error. In contrast, in a scheme that does
fining the parton densities—in fact a scheme for renormaliz-

: : ; ) , . not have manifest decoupling, we would have to adjust the
ing the ultra-violet divergences in the coupling and in the : - ”
: I&umel’lca| values of the couplings and of the parton densities.

composite of a series of related schemes in the fashion pro- (3 Evolution equations for the densities of active partons

posed by Collins, Wilczek and Z&€W2) [12]. and of the couplinga.S are exactly those of. a pureMS
First, it is necessary to introduce some terminology whosé&cheme in a theory with, quark flavors. This is a conse-
consistent use will aid our work. Let us define dight” quence of the mass-independence of UV counterterms in the

qguark or gluon to be one whose mass is of the ordek of MS scheme, together with an application of the decoupling
less, i.e., under about a GeV. Similarly, let us define aheorem[17,25.
“heavy quark to be one whose mass is larger than a GeV or  (4) The relation between the subschemes is just a particu-
so, so that the effective coupling,s(M), at the scale of a lar case of the relation between different renormalization
heavy quark mass is in the perturbative region. With thisschemes. The matching conditions between the schemes with
definition, the charm, bottom and top quarks are the heavyifferent numbers of active quarks are known to three loops
quarks. We len, be the number of light quarks, amd be  for the coupling[14] and to two loops for the parton densi-
the total number of quarks. In our present state of knowledggeg [15]. The matching conditions between quantities in the
of QCD we haven;=3 andn;=6. _ subschemes withl andN+ 1 active flavors involve no large
Each subscheme of the CWZ scheme is labeled by a nunjsgaithms of masses, provided that the renormalization/
berlnﬁ, which [ will call the number of ‘active (or*par- ¢ torization scaleu is of order the mass of theNH 1)th
tonic’ ) quarks. These are the, lightest quarks. All the quark. (For example, we would choogeto be of order the

remaining qL‘J_arks .I C,a,‘" hon-partonic” (It is al_so po_55|b|e mass of the mass of the charm quark when we compute the
to call them “inactive” but the term can be misleadingin :
relation between the three- and four-flavor scheines.

each subscheme: 5) | L if ies the physical f
(1) Graphs that contain only active parton lings., glu- (5) In general, i one varies the physica scaleof some
ons and active quarksare renormalized bWI_S counter- processe.g., deep-inelastic scatteripgne should vary the
number of active quarks suitably. Quarks of mass much less

terms, with the exception of the renormalization of the i ;
masses of heavy quarks. thanQ are to be active, while quarks of mass much larger

(2) Graphs all of whose external lines are active partondh@n Q should be non-partonic. One has a choice for those
but which have internal non-partonic quark lines are renorflavors whose masses are close€oand | suspect a bias in
malized by zero-momentum subtraction. favor of keeping quarks non-partonic will lead to more ac-

(3) Heavy quark masses are defined as pole masses, asGHrate calculations. _
the work of Smith, van Neerven and collaboratpts2,8]. (6) The light partons are always to be treated as active.

(We could also to choose to define heavy quark masses as It might be considered odd that in a region whés of
MS without changing the formalisin. the order of the mass of some heavy quark we have a choice
(4) Other graphs with external non-partonic lines are@S to whether to treat the quark as active or not. The freedom
renormalized bWI_S counterterms. is entirely comparable_ to _the freed_om to choose the precise
These definitions are applied to the renormalization of thevalue of the renormalization/factorization scale. Indeed the
existence of a region where the two subschemes have com-

interaction and to the renormalization of the parton densities; S
fragmentation functions, etc. parable accuracy is vital to the success of a good treatment of

A consequence of the definitions is that we will talk aboutlhe."’“’y qualr)ks, bedcausfe ;]t enableh§ reliabled'perturtiati\ée calcu-
“three-flavor,” “four-flavor,” etc., definitions of the cou- 'ations to be made of the matching conditiost, 19 be-

pling and parton densitigand fragmentation functionsUse tween the two subschemes. .
of such a sequence of definitions is already common practiceh Cor_nmonrlly [6’10'33’ tr|1|eds“chemﬁ 'S,, m;zjle:nentehq by
for the coupling[13], andidentical considerations apply to C¢N00Sing what can be called "matching™ and “switching

the parton densities. As a consequence it is meaningful tBCINtS 1 be equal to the relevant heavy quark mass. For

specify numerical values of the coupling and of parton den€X@mple, in treating DIS with a charm quark, one often sets

sities only if the number of active flavors is specified. Therethe renormalization/factorization scaje to the kinematic

are perturbatively calculable relations, or matching condiarableQ. Then one uses a 3-flavor subscheme.#m,
tions, between the values of these quantities with differenfnd @ 4-flavor subscheme ji>m.. One also chooses to
numbers of active flavors.

I will now list properties of this set of schemes that are
important for our purposes. Their proofs are either in Ref. 2Except that we have chosen to define heavy quark masses as pole
[12] or are later in this paper. masses.
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evaluate the matching conditions between the subschemes at

u=m;. None of these choices is essential, and any change \m\
q p

gives a change in the physical predictions only because of

the errors due to the truncation of the perturbation series. It is

proba_bly only approprlatél.e., suitable for fixed ord_er per- FIG. 1. Regions for the leading power of structure functions

turba}tlve caI.cuIayor)sto use a 4-flavor subspher_ne if one is . ve this structure.

treating a situation where the cross section is above the

physical threshold for charm production, which is @t

=2m.yx/(1—x). Hence, ifx is rather large, then it would ) ,

be aSprop()riate)to use the 3-flavor sche?ne even whes proved by Libby and Stermd21,26. In each region, there

substantially aboven, . is what we call a hard subgragh, all of whose lines are
o . ol .

Note that there are three distinct mass scales referred to fffectively off shell by ordeQ®. It is to this subgraph that
the previous paragraph: a matching point, a switching pointh€ virtual photons couple. The rest of the graph has lines
and a physical threshold. that are much lower in virtuality and that are approximately

Of course, one is free to disregard the CWZ scheme angollinear to the momentum of the target. The latter part of
use some other scheme, provided that it provides completéie graph we will call the target subgrafh We will give
definitions of the parton densities and of the coupling. How-more quantitative characterizations of the regions |gteor
ever, this does not affect the validity of the CWZ definitions. example, we must deal with the fact that there is a final-state
The significance of the CWZ definitions is that when all cut, so that some lines iH are actually on shell instead of

flavors are active, they alexactlytheM_S ones. having virtuality Q2.)
Although one often does purely perturbative calculations
IV. BASICS OF FACTORIZATION WHEN Q=M in which the target is a quark or gluon state, our treatment

The principles of the proof can be best explained by firstWIII also apply to had_ron ta_rgets._ In that case, suitable
considering the case that there is exactly one heavy quark, &Und-state wave functions will be incorporatedrin
massM. There will be in effect two factorization theorems A résult of the power counting is that for a contribution to
to prove. The first, whose treatment starts in this section, i§ave the leading power—to be of “leading twist"—the two
appropriate when the physical sc&eof the hard scattering Subgraphsi andT must be connected to each other by two
is at least at large in magnitude &%. In this case, it is Parton lines, one on each side of the final-state cut. The set of
appropriate to treat the heavy quark as active: the factorizdecompositions into two such subgraghisandT is in one-
tion theorem will include a term with a heavy quark density.to-one correspondence with the set of leading regions. There

The second case, whose treatment starts in Sec. X, is apre two exceptions to this correspondence. The main excep-
propriate wherQ=<M, and it treats the heavy quark as non- tion is that if the heavy quark mass is of ord@y then theH
partonic. Then the factorization theorem has no term with andT subgraphs are connected by light parton lines, but not
heavy quark density, and all heavy-quark production is to béyy heavy quark lines. This exception arises because the defi-
found (at leading powerin the coefficient function. nition of the region implies that the lines joinirng and T

As mentioned earlier, there is an overlap regiQs M,  have virtuality much less tha@, and this is not possible if
where both theorems are appropriate, i.e., they give compahe |ines are heavy quark lines of a mass comparab@.to
rable accuracy in predictions based on finite-order calculaThe second exception to the power-counting rules is that

tions of coefficient functions. gluons with scalar polarization can couple tHeand T sub-

So in this section, we start the treatment of a fau:torizatiorbraphS without a power-law penalty, at least in a covariant
theore.m for deep—lnelastlg structure funcpons, given th'e asg'jauge: we will discuss this issue in more detail later in the
sumption thatQ=M. A single factorization formula will section
cover the cafle thfhp IS mucth bgg;t[;har? the heavi quark " \ve define the subgraph to include the full propagators
mass, as well as the case IGatan the heavy quark mass ¢ yne |ines joining it toH, since these lines have momenta
are comparable, and the intermediate region. Our notatiofjinear to the target. Hence the hard subgraplis one-
for the photon momenturg, the hadron momentum, and y

. . ! o O 5 particle-irreducible(1Pl) in these same lines.
for the Bjorken variablex is standard. As usua"=—q In this and later figures, we have the initial state at the

>0. We will assume that quark masses are at most of ord&f1om of the graph, and the hard subgraph to the left. This
Q ensures that the orientation of the figures corresponds to the

When reading through the proof, it may be worth the g ations we will write for convolutions of amplitudes. For
reader’s while to refer ahead to Sec. VI. There, a S'mpleexample we can write Fig. 1 a$-T.

mathematical example is given of the kinds of integral under Any region of loop-momentum space that cannot be char-

Neterized by Fig. 1 is suppressed by a poweQofTherefore
the statement that the leading regions have the form of Fig. 1
is true to all orders in the coupling and includes not just the
leading logarithms but all non-leading logarithms as well.

In the Bjorken limit(largeQ, fixed x), the leading power A typical graph can have many different decompositions
behavior is given by the regions symbolized in Fig. 1, as wasnto hard and target subgraphs. For example, Fig. 2 has four

of the formal manipulations in the proof.

A. Leading regions
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. ) . FIG. 3. The handbag diagram that characterizes the only leading
such decompositiorsand hence four leading regions. The region in a super-renormalizable theory.

possibility of having more than one leading region is char-

acteristic not only of QCD, but of any renormalizable field gram. Such graphs generate the correct final-state hadrons
theory, since adding extra lines insitiein a theory with a  for the current-quark jet. After a sum over cuts, all such
dimensionless coupling does not change the counting dforrections cancel at the leading power(f and the struc-
powers ofQ. It is the large multiplicity of regions that re- ture function is correctly given by the lowest order handbag

sults in many of the complications in the proof of factoriza- Fig.33.s f al t the diff ¢ final-state iet
tion. In addition, it results in the logarithmic dependence Onan((j )cano cognlriggts t%aenfi%(;?-gigte ':ts Itoer[ﬁg t;r:a(e-f:ug J?as’h
Q that is typical of higher order calculations in QCD. ft final Jh i 9¢ 9 pl '
In contrast, super-renormalizable theoriesg., QCD in After a sum over final-state cuts these contributions cancel.
' . . ) : This complication is only present in a theory with elementary
less than four space-time dimensipigve couplings with

. ; . Lo - . vector fields, e.g., QCD. A cancellation can be proved, and
positive mass dimension. This implies that there is a singlg,, e purposes of this paper, we may assume that no com

leading region. It is of the form of Fig. 1, but with the small- yjications result from the implementation of the cancellation
est possible graph fad. That is, the uniqubleading region  of soft gluons. In more general processes, like the Drell-Yan
has the form of the handbag diagram, Fig. 3. Although superprocess, the issue of soft-gluon cancellation is much more
renormalizable theories do not represent real stronggifficult [28,20).
interaction physics, experience in treating simple cases is (4) In a general gauge, there can be extra collinear gluon
useful in formulating the factorization theorem. Factoriza-jines connecting andH. Such gluons only contribute to the
tion, etc., for super-renormalizable theories is equivalent tQeading power if they have scalar polarization. However, if a
the set of results obtained many years ago by Landshoff angjitable “physical” gauge is usetk.g., axial gauge with a
Polkinghorne in the context of their covariant parton modelgauge fixing vector proportional ), such contributions are
[27]. not presen{21]. There are some subtleties associated with
Let us now list some technical complications that we will the use of such a gauge. For example, the analysis of the
be able to ignore, but that are treated in other paperfeading regions in Ref§21,26 relies critically on Landau’s
[21,28,2Q on factorization: analysis of the singularities associated with the denominators
(1) Although we have defined the target pdirto consist  of Feynman propagators. But physical gauges introduce ex-
only of lines with collinear momenta, it may in fact contain ¢rg unphysical singularities—the physical gauges are not as
some highly virtual lines. These are confined to subgraphghysical as one often supposes. For the purposes of this pa-
that are ultra-violet divergent and just generate the usual U¥er it is sufficient to ignore this complication, or to assume
divergences that are canceled by counterterms in the Lahat the appropriate light-like gauge is being used.
grangian. This complication does not affect our proofs, since (5) The same phenomendim a covariant gaugdeads to
none of the divergent subgraphs in QCD overlap between what | term “super-leading” contributions, whed and T
andH, and our proofs will treall as a black box. are joined only by gluons that have scalar polarizations. It
(2) Although we treat the hard subgraph as being comcan be showti29] that the super-leading contributions can-
posed of lines all of which have large virtuality, this sub- cg| after a sum over a “gauge-invariant set” of graphsHir
graph necessarily includes at least one final-state line. Buind thaf20,29 the sum over attachments of scalar gluons to
after a sum over the possible final-state cuts, the hard subhe hard part gives the correct gauge-invariant form of the
graph is a discontinuity of a certain Green function. Thenparton densities, with a path-ordered exponential of the

[21] the whole graph can be represented as a contour integrgluon field joining the two main parton vertices.
over a Green function in which all the lineslhare off shell

by orderQ?. ThusH can indeed be treated as if its lines are
all far off shell. In particular, light-quark masses can legiti- ) . ]
mately be neglected compared @ A simple example is 10 characterize the regions of momenta that Fig. 1 de-
given by a super-renormalizable theory. Graphs with cut an@iCts, it is convenient to use light-front coordinates, where

uncut propagator corrections, Fig. 4, to the handbag diagram
have the same power law i@ as the simple handbag dia- ,\/m
- _
~N
3The one decomposition that may not be obvious is whére
comprises the whole of the graph in Fig. 2 with the exception of the J\M

right-most two external linesl is then a trivial graph, in essence a
factor of unity. FIG. 4. Handbag diagram with the final-state interactions that
“But see the comments below concerning Fig. 4. make the current quark jet.

1000 4

FIG. 2. A graph with 4 decompositions of the form of Fig. 1.

B. Relation of leading regions to mass singularities
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we write a 4-vectolV asV#=(V",V~,Vq) with V==(V°  confinement. All the real particles of QCD are massive. The

+V/?)/v2. Then we choose a coordinate frame such that si_ngularities in thg massle§s limit merely provide a conve-
nient tool forclassifyingregions of momentum space.
2

M + mp
p _(p 72p+10T)1

C. Elementary treatment of factorization

The factorization theorem can easily be motivated from
0T> 1) Fig. 1, as we will now show. We will construct an approxi-
mation to a proof of the theorem that will introduce a number
of useful ideas. The proof will be exactly correct in a super-
The approximation in the definition @ represents the ne- renormalizable theory, where the single important region is
glect of power suppressed terms, given thas normally  given in Fig. 3. In that case the proof is equivalent to the
defined agQ?/2p-q. argument given by Landshoff and Polkinghorne for the par-
To exhibit the counting of powers d in its simplest ton model[27]. The greater detail given in the present paper
form, we will choose to boost the frame in tlzedirection  will enable us to make precise operator definitions of parton
until p* is of orderQ. Then regions of momentum corre- densities. In addition, we will introduce some notations and
sponding to the hard and target subgraphs are defined uxiliary concepts that will be useful in the full proof.
saying that, for a momentuk“: k is in H if k™ is of order The hypothesis on which the approximate proof rests is an
Q; kisin T if k*=(0(Q),0(Q),0(Q)), i.e.,k™ is of order assumption that important momenta can be classified as be-
Q, while k= andk; are much smaller tha®, as is appro- longing to either a region of hard momerithat belong only
priate for a momentum collinear to the incoming hadton. in H) or a region of momenta collinear to the initial hadron
After a sum over final-state cuts, the interactions that hadp (that belong only inT). We will need to assum@ot quite
ronize the jets in the hard subgraph carj@ll,26, and then correctly that the momenta collinear to the target have vir-
we may treat the lines i as if they are all off shell by tualities that are fixed whe@ becomes large, and more spe-
orderQ?2. cifically that the orders of magnitude of the components of a
The gauge we are using is the light-cone gaage=0. In  target momentum areQ,m%Q,m), wherem is a typical
this gauge, regions with extra gluons joining the target andight hadron scale.
hard subgraphs in Fig. 1 are power suppressed. Given this hypothesi8,each graph can be decomposed
Much of the literature treats factorization in terms of massunambiguously into a sum of terms of the form of Fig. 1.
singularities. To see the relation to our treatment, suppos&hus we can write
that we were to take a limit of the structure function in which
all light quarks and all external lines are massless. The targgt — E
momentum would become light-like*— (p*,0,0;), so that graphs T’
there would be collinear and infra-red divergences. The
infra-red divergences cancel after a sum over the different
possible graphs and final-state cuts at a given order of per-= 2 E H(R)-T(R)+non-leading power,
turbation theory, leaving only the collinear divergences asso-  9/@hsT' regions R
ciated with the target. These ocd@6] at momentum con- 2

figurations symbolized again by Fig. 1, but where momenta

in T are exactly proportional to the target momentum, i_e_,where the summation ovéris restricted to those graphs that
are two-light-particle reducible in thé-channel and that

they are of the fornk#=(k*,00;). There is an exact corre- s _

spondence between the leading regitios any m) and the tlheAr\efor_e havfe at Iheast Oni qlecomp?smlondo;_theijfgrnj OLF'%'

location of the singularities fan=0: the leading regions are L A region of such a graph is completely defined by its har
and target subgraphs, so we can replace the sum over graphs

just neighborhoods of the positions of the singularities. 4 . ]
Moreover the counting of powers @& corresponds to the and regions by independent sums over graphsf@ndT:

degree of divergence of the singularities. )

However, in the true theory there need not be any actual F=H-T+non-leading power. ©)
divergences. For example, in a non-QCD model we could
endow all the particle with masses, and our proof of factorHereH andT are the sum over all possibilities for theand
ization would remain correct. In QCD there are divergenced subgraphs in Fig. 1, with the momenta being restricted to
that are associated with the necessary masslessness of the appropriate regions. The symbol™‘represents a con-
gluon, but only if we make perturbative calculations with volution, the integral over the 4-momentum linkirgand T
on-shell external gluons or quarks. In the real world, theseand a sum over the flavor, color and spin indices of the lines
divergences are cut off by the non-perturbative effects ofoining the two subgraphs. Thus we have

Q?
M| — A
q ( Xp ’ 2Xp+ ’

I' +non-leading power

"We use the mathematicians’ bi@ and litle o notation: A 8Incidentally, this hypothesis excludes heavy quarks from consid-
=0(Q) means tha# is of orderQ in the limit Q—». A=0(Q) eration at this level of treatment, an error which we will remedy
means thalA\/Q—0 in the limit Q— . later.
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d4k picking out the largest terms in the spin indices coupling the
HT=2> f 2m)? Hi(a,k)Ti(k,p). (4)  hard and target subgraphs. It is a sum of quark and gluon
! terms. The quark term is

Recall that we defined to include the full propagators on . "
the two lines that connect it td, so thatH is amputated in Zaa';ppr (1315t definition
these same two lines. 1 _ POV A2

To get the factorization theorem, we use the observation = ZYaa'VBB'(ZW) o(k™ =17)6(k™) 6 (k). (8)
that some of the components of the loop momentum can be
neglected irH, and also that some of the components of theThis and similar objects will be used repeatedly in our work.
trace over spin labels can be neglected. InHhiactor in Eq. It is readily verified tha®Z is a projection, i.e.,
(4), we may neglect botk™ andky, since all the lines i
are effectively off shell by orde®?. This results in an error 7°=2, 9
that is suppressed by one or two power€ofThus we can

approximate the structure function by: and hence, for example, (1Z)-Z=0. The label “1st defi-

nition” in Eq. (8) indicates that a modified definition, which

1dé¢ dk™ d?k we will now give, is superior.
F=f ?H[q,(§p+,0-0T)]f WfWT(k,p) In fact, the above definition of the projectdris suitable
X for massless quarks. Its use in E@) remains valid when the
+non-leading power. (5) quarks inH have non-zero mass, but it is not perfectly con-

venient for practical calculatiorfsEor example, calculations

Here, to make contact with the standard usage in this subjeadf the short-distance coefficient functions do not satisfy ex-
we have writterk™ = ¢p™ and have changed variable from act gauge invariance, because the external lind4 afe off
k* to & shell. Therefore it is convenient to replace E8). by a defi-

In Eqg. (5) there is an implicit sum over the spin indices nition in which the external quarks df are put on shell.
and the flavor of the lines joining andH. Suppose the line This involves replacing by an on-shell momentum
is a quark. Then we can decompose eachdndT into a R
sum of Diracy matrices. The leading terms involveja in kt=(&pt,m22ép™,0y), (10
the target subgraph since that can be contracted with the ) ) ) )
largest momentum componentsTn which are the+ com- and using the Dirac matrix for on-shell wave functions:
ponents. Thus the most general form of the parfTathat

gives the leading power is a sum of terms proportional to Zaat;ppr (K 1;massive quark

Yy . ¥ ysandy yr. K, v, +m
For the simple case of unpolarized scattering, onlyythe = ”“;ﬂygﬁ,(zw)“a(w )
term contributes, and we can write 4k
X S(k™—m?/2k™) 6 (k). (11

dé f dk™d?%k 1
F= —tHay | s épt S tryt T
za: J g ey (2m* & 477 Ta The resulting leading-power approximationFois

+gluon terms-non-leading power, (6) T
H-Z.T= E f % trH m
with a similar decomposition being applied to the gluon a 3 2
term. Herea labels the different flavors of quark and anti- dk-d2k n
guark. (Note that in the usual applicationd, and T are di- f —4T tr LT+ gluon terms. (12)
agonal in quark flavor and only a single flavor index is re- (2) 2

quired, the same for each of the lines joiniHgandT.) A n _ )
similar result applies wheid and T are joined by gluon Herek* is the approximated momentum, E.0). Notice

lines. that although the external parton lineskbfare put on shell,
It is convenient to represent this formula in a convolutionthis is not true of the corresponding external partons of the
notation with the aid of a projection operatdr target subgrapfi; these are integrated over all valueskof
andky in the collinear region of momentum.
F=H.Z-T+non-leading power. (7) The change in the definition & for massive quarks does

not affect the factorization theore(i). To see this, observe
Z represents the operation of settikg=k™ =0 for the mo-  that the change of definition only changes small components
mentum of the external parton of the hard scattering and of

80bserve that in conventional treatments of factorization, it is nor-
"Generalization of the results to the polarized case results imal to set quark masses to zero in the hard scattering. Precisely
purely notational complications, as regards the proof of factorizabecause we wish to treat heavy quarks, we do not at this point
tion [30]. choose to set quark masses to zero.
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of the momentunk and of they matrices attached tél. represent the largest virtuality in the subgraphwe useH
Thus we have only made an error similar in size to theto represent the smallest important virtualityHn andp is a
power-suppressed error that we already induced by makinfixed exponent. In a super-renormalizable theory there are
an approximation in the first place. Also the algebraic propdeading power contributions only when the virtualities in the
erty Z2=Z, which we will make frequent use of later, is subgraphT are of order a hadronic magsquared, so we get

unchanged. an excellent error estimat@ But in renormalizable theories,
Since the operatioZ projects out the integral ovek™, including QCD, there are logarithmic corrections that cover
Eq. (7) gives the structure function as a convolution of a hardthe whole range of virtualities from a hadronic mass u@pto
scattering coefficient and parton densities: Thus the only simple estimate of the errors is that they are of
R relative order unity, with perhaps only a logarithmic suppres-
F=F®f+non-leading power. (13)  sion: the maximum virtuality inT might only be a little less

o ] o than the minimum virtuality inH. A more powerful argu-
The symbol® represents a convolution in thevariable;  ment is needed to get a good proof of a theorem of the form
together with a sum over quark flavors and over the gluon. It Eq. (13), with relative errors of orderX/Q)P, where A
will also include a sum over the spin degrees of freedom ifjenotes a typical hadronic infra-red scale.
polarization-dependent effects are being treated. In addition, when we have heavy quarks, the proof does
The parton densities can be expressed in their usual foriot give us a factorization theorem that applies uniformly for
[31] as matrix elements of light-cone operators. A quark denany value ofQ larger than or of order of the quark mass. If

sity is then Q is much larger thaM, the proof gives a factorization of
just the same form as with light quarks.@f were of order
dk-d%k n M, then we would have to restrict the lines joinikigand T
f(g):f —4T tr y—T(k,p). (14)  to be light partons, and then to use the methods of Sec. X
(2m) 2 below. But the proof would be unable to give an optimal

error estimate in the intermediate region.

Given that we obtained the factorization theorem by decom-
posing momentum space into a hard region and a collinear
region, the integral in Eq(14) is restricted to the collinear Even with its defects, the reasoning in the previous sec-
region. When we provide a more correct proof, we will re-tion contains a core of truth, which we will now use as the
move the restriction to collinear momenta, so that the defibasis for a correct proof.
nition of a parton density is exactly as a matrix element of a Our aim is to prove
bilocal operator on the light-cone.

From the definition ofZ, Eq.(11), it then follows that the
hard-scattering coefficient is computed fratnby contract-

V. PROOF OF FACTORIZATION WHEN Q=M

ing with the Dirac matrices appropriate for an external on- F=F®f+remainder, (16)
shell fermion, with a spin average:

. kry,tm with the following properties:

F=tH—5—. (19 (1) The coefficient functionF (x/£,Q? M?) is infra-red

safe: it is dominated by virtualities of ord€?.
The factor of 1/2 means thdt has the normalization of a (2) The parton density is a renormalized matrix element

spin-averaged cross section. of a light-cone operator.
(3) The remainder is suppressed by a poweAdQ.
D. Why the simple derivation does not work (4) This suppression is uniform over the whole rar@e

L o =M, so that, for example, there are @{M/Q) terms.
The above derivation of the factorization theorem would This theorem looks just like the result3) we tried to

be valid if one could use a fixed decomposition of momen-, e by elementary methods, except that the precise defini-
tum space into regions appropriate fbrandT, atleastupto 41« of the factors are different.

power-suppressed terms. This assumption is in fact true in a

super-renormalizable theory, and the above derivation then

leads to the parton model. Only the lowest order graptHfor A. Expansion in 2PI graphs
gives a leading contribution in this case, Fig. 3. This kind of  1¢ ytjlize the result in Fig. 1, it is conveniefit8] to
reasoning led Feynman to formulate the parton m¢82).  gecompose the structure function in terms of two-particle

Unfortunately the error estimates obtained from the aboveequcible amplitudes, Fig. 5:
argument, in a renormalizable theory, are of a relative size
that we represent as of ordef/H)P. Here we useT to

10This fact is established from the same power-counting rules that
A A show that all regions of the form of Fig. 1 are leading in a renor-
SFof=[del¢ F(x,&)F(8). malizable theory.
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O IOROENONO

FIG. 5. Decomposition of structure function in terms of 2Pl amplitudes.

> pression. The 2PI parD, is non-leading since all the lead-
F= 2 Co- (Kg)"-Tp+D ing regions, Fig. 1, are associated with two-partieléucible
n=0 graphs. The +Z factors may be considered as providing
subtractions that cancel all the leading regions. That is, if we
“To+D. (17) ~ Start with the decomposition Eq17) of the full structure
function and subtract off all leading contributions, then we
end up with Eq.(18).

Once we know thatr as defined above is power sup-
pressed, we will be able to use the methods of linear algebra
to construct a factorized form fd¥—r. This will be suffi-
cient to give the factorization theorem together with all the
'desired properties.

Now, leading contributions to the structure function come

~Co1x,

The notation¥' C, andK, are the same as in RéfL.8]. Each
of the amplitudes is two-particle irreducibi2Pl) in the hori-
zontal channeli.e., thet channel, except for the inclusion
of full propagators joining the amplitudes. Thisis the 2PI
part of the structure function, while for the reducible graphs
C, is the 2PI subgraph to which the currents couple, &gnd
is the 2PI subgraph to which the target hadron couples. Botfyo regions of the form of Fig. 1. At the boundary between
Ko and Ty include full propagatorS on the left side, and  {he hard and target subgraphs, inserting a factor of the op-
consequently, andK, are amputated on the right, just as in gr4t0r7 gives a good approximation. Hence an insertion of a
Fig. 1. In principle this is a non-perturbative decomposition.¢yyqr 1-7 produces a power suppression. Inserting a factor
The intermediate two-particle “states in thehannel,” be- 1 _ 7 4t gther places does not increase the order of the mag-
tween theCo, Ko, and T, factors, include all flavors of  hiyge of the grapA* Since we have put a factor-1Z at
parton,including heavy quarks’ every possible position of boundary between hard and target
subgraphs, we obtain a power suppression for every term in
B. Construction of remainder Eq. (18).

It turns out to be convenient to first construct what will ~ To be more concrete, suppose that we have a region of the

turn out to be the remainder in E(L6). This is defined by form of Fig. 1. The insertion of a factor-1Z at the bound-

the following formula; ary between the region’s hard subgraph and its target sub-
graph gives a suppression by a factor of order
r:ZfO Co(1-2)-[Ko(1=2)]"To+D highest virtuality inT\P 19
lowest virtuality in H/ ’ (19
= — . — . —+ .
Co 1-(1-2)K, (1=2)-To*+D as follows from the arguments in Sec. IV C.
Furthermore, let us observe that in the left-most rung,
_ closest to the virtual photon, we have virtualities of order
=Co (1-2)- 1-Ko(1-2) "Tot+D, (18) Q?2, while in the right-most rung, closest to the target, we

have virtualities of ordeA 2. Within a given rung, the lead-

with Z being defined by Eq(11). This formula is obtained ing power contribution comes where all the lines have com-
from the formula Eq.(17) for the structure function by in- parable virtualities, since leading power contributions only
serting a factor +Z on each two-particle intermediate state occur when the boundaries of very different virtualities are
in thet channel. This, as we will show, gives a power sup-as in Fig. 1. Given that in Eq18) we have a factor +Z
between every 2Pl rung, there is a suppression whenever
there is a strong decrease of virtuality in going from one rung
to its neighbor to the right. Thus we find that Ef8) has an

The subscript zero il€,, K, and Ty is used because we will .
eoveraII suppression of order

want to define some related but different objects later, with th
same primary symbol, and we will in particular wish to reserve the
unadorned symbdC for the short-distance coefficient.

12Strictly speaking, this means that to call the amplitudes 2Pl is 4gxcept that certain ultra-violet divergences may be introduced.

not quite correct. We will see later that there are divergences when one separates the
in the case that the external hadrons are replaced by quarks tgrms in Eq.(18) with the 1 and theZ factors, but that there are no
gluons, we will haveD =0 andT,=1. divergences in Eq19) itself.
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UV divergences is simply that the-1Z factors to the right
® ( Ko ) (;T_OI suppress the regions giving the UV divergences.

D. Factorization

FIG. 6. Second term of third line of Eq21). . o
We now derive a factorization formula for the structure

A\P function by showing that is equal to the structure function
(—) , (200  minus the factorized term in E¢L6). Starting from Eqs(17)
Q and(18), we find

when it is compared to the structure function itsdl¥). 1 1

This suppression of course gets degraded as one goes to  F—1=Co-| 77—~ 1-(1=2)K (1-2)|-To
higher order for the rungs, since the lines witkip can have 0 0
somewhat different virtualities. The larger a graph we have

for Ky, the wider the range of virtualities we can have with- =Coy———=—[1-(1-2)K,
out meeting a significant suppression. 1-(1=2)K,
1
C. Induced UV divergences —(1-2)(1-Kop)]- 1_—K0'T0
The above argument shows that the quantjtas defined
by Eq. (18), is power-suppressed in all the regions of mo- _ 1 1
mentum space that are relevant for the structure fundfion =Co 1-(1-2)K, "z 1-K, “To. (22)

However, the existence of terms containing factorsZah
Eq. (18) entails some extra regions. These regions have th&his proof is very similar to some proofs in Refd.8] or
potential of not only being unsuppressed but also of giving33]. It consists of some ordinary linear algebra, which is

UV divergences. valid sinceZ andKj, are just linear operators on the space of
The lowest order non-trivial example is given by the 4-momenta. The form of the right-hand side of this equation
=1 term: is that of the factorization theorem. Aside from a normaliza-
tion, the factorZ-[1/(1—Ky)]- T, is exactly the matrix ele-
r1=Co-(1=2)-Ko-(1=-2)To ment that is a parton density, and then the remaining factor is
the short-distance coefficient function.
=Co Ko (1-2)To—Cp-Z- Ko (1-2)Ty The only complication is the presence of UV divergences
of the form discussed in Sec. V C. There are divergences in
=Cy- Ko (1-2)Tp—Cp-Z-Ky- T+ Cp-Z-Kp-Z-Tg. the parton density factoZ-[1/(1—Kgy)]- Ty on the right-

(21))  hand side of Eq(22). There are also divergences in the co-
efficient functionCy- {1[1—(1-2)K,]}. Of course, these di-

In the second term on the last line, the facloiKy-To is @ vergences cancel, since the left-hand side of &%) is
contribution to the matrix element of the bilocal operatorfinite, as we have already proved. For the moment, let us just
defining a parton density, Fig. 6. There is a UV divergenceapply any convenient UV regulator, e.g., dimensional regu-
when thek; andk™ in the loogs) comprising the operator |arization. We will show later how to reorganize the right-
vertex and the rundS, go to infinity. The divergence is in  hand side of Eq(22) in terms of UV finite quantities.
fact canceled by the last term in E®1). To see this, ob- Given that there is a regulator, so that everything in Eq.
serve that the two terms combine to give the second term o(p2) is well defined, we define a bare coefficient function
the second line. The-1Z factor gives a power suppression

of the potentially divergent region, and the proof is the same 1

as we used to obtain the suppression proved in the previous Cg=Co- k(lT)K'Z’ (23
subsection. Look ahead to Sec. VI to see a concrete example 0

illustrating the above manipulations. and a bar® operator matrix element

A general proof of the cancellation of the induced UV
divergences immediately suggests itself. The regions that———
give the possible divergences arise from regions of the form
shown in Fig. 7. There, the insertion ofZafactor between
two rungs has given an operator vertex, through which cal
flow ultra-violet momenta. The proof of cancellation of the

150ur use of the terminology “bare parton density” has nothing
jp common with the usage in some other literati8g18,19. In the
present work, and in Ref31], the word “bare” is used to denote a
quantity that has ultra-violet divergences that have not been can-
celed by renormalization. 1(8,18,19, the word “bare” refers in
some undefined sense to parton densities that are convoluted with
unsubtracted partonic cross sections, and divergences in such a
guantity are infra-red, not ultra-violet. See Sec. XlII C, where we
FIG. 7. Induced UV divergences in are in subgraphs of the examine Zimmermann’s methods, for a way of giving meaning to
form of U in this diagram. such formulas.
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1 an example in Sec. VI, these factors have the effect of mak-
Ag=2Z- 7 To- (24 ing subtractions that prevent the double counting of the dif-
0 ferent regions and of forcing the momenta in the integrals for
This differs slightly in normalization from the parton densi- the coefficient function to be in the hard region of virtuality
ties defined in Eq(14), since Z contains a%(R“y#er) of orderQ. In contrast to this, the integrals in our first ap-

factor that we will ultimately put in the coefficient function. prc_)ximation to a factor_ization theorem, E@L3), are re-
Other than that, the matrix element in Eg4) is the same as stricted to particular regions. Moreover, for the new form of
the parton dens:ity defined in E14) when the momenta are the factorization equation we have an explicit estimate of the
unrestricted, which was not the case in our derivation of Eq_error, Eq.(20). ) , )

(14). The bare matrix elemem{y is exactly a matrix element of
a particular bilocal light-cone operator. This follows from the
fact that it is defined as an integral of the form of E&4),

with unrestricted integrals ovée™ andky.

From Eq.(22), together with the property thatis power
suppressed, follows the factorization theorem

F=Cg®Ag+non-leading power. (25

. . . VI. EXAMPLE
Except for the subscripts, this equation has the same form as

Eqg. (13). As in that equation, we have replaced the symbol To understand the meaning of the above derivation, it is
“.” for convolution in 4-momentum by the symbab for  convenient to examine a simple set of integrals that have the
convolution in fractionaktmomentum. The differences be- same structure.

tween the two factorizations are that in EB5) the integrals First, we observe that all the equations can be written as a
defining the parton density and the coefficient are unresum over powers iy, and that equations are true for each
stricted. Instead, the coefficient function, E83), has fac- power of K, separately® Thus we can write the first few
tors of 1—-Z placed between the 2PI rungs. As we will see interms in the structure functioBy(1/1-Kg) T, as

Co- To=[Co-Z]-[Z-To]+Cp-(1=2) Ty, (26)
Co Ko To=[Co-Z]-[Z-Ko-Tol
+[Co (1=2)-Ko-Z]-[Z-To]
+Cp-(1—-2)-Kp-(1—2)- Ty, (27)
Co Ko Ko To=[Co-Z]-[Z-Kq-Ko-To]
+[Co-(1-2)-Ko-Z]-[Z-Kp-To]
T[Co-(1-2)-Ko-(1=2)-Ko-Z]-[Z-T(]

|
The last term in each line is a power-suppressed and finite Q
remainder term, the contribution at the appropriate order in Co(k)= Q+km’

K, to the remainder defined in Eq.(18). The other terms
are each a contribution to the coefficient function in Ep)

times a contribution to the matrix element in EQ@4). (I Ko(k,1)= L,
have usedZz?=Z and then the square-bracket notation to k+l+m
make this structure more manifest.
To(k)= 7. (29)
A. Model (k+m)

Now let us make a simple mathematical model that has allhe motivations for these formulas are as follows:
the relevant structure. We replace integrals over 4-
dimensional momenta by integrals over a 1-dimensional
variable that runs between 0 ardand we remove all labels  éNote thatK, can be expanded in powers of the strong coupling

for the flavor and spin of the partons. We also set the fullya,, so that this expansion is related to the ordinary perturbation
2PI partD of the structure function to zero. Then we define expansion.
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Q corresponds to the external photon momentum of deep- C. NLO term

inelastic scatteringn corresponds to a quark mageeavy or The next order term is

light), andk andl correspond to the loop momenta coupling

neighboring rungs in Eq17). o % Q ag 1
Co(k) is an analogue of a lowest order graph for the hard Co Ko To= fo dkfo dl Q+k+mk+I+m (I+m)?

part in Fig. 1. In deep-inelastic scattering, it has a propagator (33)
that depends on a loop momentlnplus a hard momentum

q. This is modeled by the denominaQrt-k+m. The factor  pere are two simple regions that give a leading po@er

Q in the numerator is inserted to provide a convenient Norz) k andl of orderm, and(b) k of orderQ with | of order

mahzatlon:_COHl asQ—. m. In addition the regiorQ>k>1~m interpolates between
Ko(k,I) is an analogue of the lowest order graph for aihe two simple regions and gives a logarithmically enhanced

rung. The lowest order graph féf in Eq. (17) has a depen-  contribution of order IrQ. This last region gives the leading

dence on a difference of external momeiktandl. Tomake  |ogarithm approximation. It can be checked that the leading

a simpler mathematical example, we have replaced by power contributions are all from the region whérem.

k+1. To symbolize the analogy with a rung, we have putin' 14 gerive the factorization formula expanded to ordgr
a factor of the strong couplings, just as we would have for ;¢ decompos€,- K- T, as follows:

the lowest order rung in QCD. To ensure that the analogy is

with a renormalizable theory, is defined in such a way KT 7 K. 1AV K..7.
that the coupling is dimensionless. Co-Ko-To=Co2-Ko-To+ Co-(1=2)-Ko-2-To
To(K) is given an extra power of I+ m) compared with +Cyp-(1-2)-Kg-(1-2)- Ty, (39

Kg. Then it gives a finite result when integrated overlall

just as happenszfoTQ in real QCD. We could have used jyst as in Eq(27). We can explain the right-hand side of this
To=1/(k+p+m)?, with p being like an external momen- equation as being obtained by a series of successively im-
tum. But this would have been an irrelevant complication. proved approximations for the leading behavior@s: .

In each denominator in Eq29), m is meant to be like a  The first term on the right is the lowest-order coefficient
mass term. Just as in QCD we get a logarithmic infra-redimes the one-loop matrix element:

divergence when we have an integral o¥gy(k,l) with re-
spect tok, and we replacé andm by zero. o) © w0 o 1
The mathematical structures we get are of the same form C,.-Z-Ky-To= —— dkf dl —— —— .
as in QCD, but we will be able to present simple formulas. Q+m Jo = Jo = k+l+m (I+m)
For example, there is no longitudinratomponent of mo- (35
mentum to integrate over in the factorization formula.
To obtain examples of heavy quark physics, we can relt gives a good approximation to the original integral Eq.

placem in C, and/or some of th&,'s by M. (33) in the region wherd andl| are of ordem. Its accuracy
gets worse ak increases. Furthermore, we have an ultra-
B. Lowest order violet divergence whek— o, since the extra convergence at

. . largek given by theQ/(Q+k+m) factor in(33) is removed
The lowest-order term in the structure functibnis by the approximation. In the real factorization theorem in

field theory, the divergence is the normal UV divergence
(30)  associated with the insertion of the vertex for a composite

operator(such asyy*y). To define the integral in Eq35)
we must implicitly apply an ultra-violet regulator. The regu-
lator can be removed if we apply suitable renormalization, as
we will show in Sec. VI E.

(31 The poor approximation dsincreases toward® is rem-
edied by the second term in E@®4), the one-loop coefficient

L times the lowest-order matrix element:
Up to power suppressed factors, this is just the lowest order

coefficient functionC,- Z times the lowest order matrix ele- . .
mentZ-To: CO-(l—Z)-KO-Z~T0=f dkf dl(
0 0

_[Tak—2 !
CO'TO‘L Qrkim (kim)?"

WhenQ—-oo, k remains finite, and the asymptote is

CO~TO—>fO Ak 2

Q. Q
Q+k+m Q+m

Q (- 1
Co-Z-To= dk———. 32) a1
Q+m fo ( +m) Xmm (36)

Here the operatoZ(k,l) is just 6(k). That is, we get

Co-Z- Ty from Cy- T by settingk=0 in the Cq factor. This can be thought of as a tel@y-Ky-Z- Ty, which gives
If we take Q— o with m fixed, the leading power behav- a good approximation whek~ Q, together with a subtrac-

ior is obtained by settingn=0 in the coefficient function: tion term —Cg,-Z-Ky-Z- Ty, which prevents double count-

Q/(Q+m)—1. ing from the previous term, Eq35). The subtraction term
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suppresses the contribution to Eg6) of the infra-red region  of constructing counterterms is subtraction of the asymptote
k<Q, so that the one-loop contribution to the bare coeffi-[34]. So we can define the lowest-order coefficient times the

cient function renormalized two-loop matrix element to be
o a R(Co-Z-Kg-To)
f dk Q+(I3+m_ Qn?m k+sm’ (37) i o
0 _ Q wdkfwdl as asf(k>pu)
has no IR divergence in the massless limit. This term also Q+tmJo Jo \ktl+m k
has a UV divergence equal and opposite to that in(8§), 1
so that the sum of the two terms is UV finite. ><|+_Z_ (39
The structure of the subtraction terms is exactly the same (I+m)

as in the work of Aivaziset al. [6] on calculations of coef-

ficient functions for heavy quark processes. To get a morén field theory, a sensible counterterm to a subgraph is a
exact analogy to that work, one could char@gto Q/(Q  polynomial in the external momenta of the subgraph. If we
+k+M), i.e., one could replace the light quark mas<i  use minimal subtraction, the counterterm is also polynomial
by a heavy quark mass. This mimics the effect of a heavyn masses. The degree of the polynomial is equal to the de-
quark loop at the left-hand end of the diagraconfined to  gree of divergence. In our toy example, this means that the
Co). Itis left to the reader to check that all the statements wesounterterm has to be independent @ndm. The counter-
make about the asymptotic behavior remain true in thigerm as0(k>u)/k does indeed satisfy this criterion. Tite
heavy quark example, provided only th@tis large com-  function is needed to prevent there from being an infra-red
pared to thdight quark massm, and thatQ is roughly at  divergence in the counterterm, and the arbitrary parameter
least as large as the heavy quark midssThat is the remain- has the function of a renormalization/factorization scale, just

der that is suppressed Iny/Q rather than jusM/Q. as in conventional minimal subtraction.
It now follows that the renormalized one-loop coefficient
D. NLO: Remainder function is

The third term on the right of Ed34) is the remainder. It
is simply the left-hand side minus the first two terms. The
fact that the sum of the first two terms gives the full leading
power, complete with its logarithm, is demonstrated by
showing that the remainder, ag Q asf(k>uw)
X + ,
ktm Q+m k

Q Q )
Q+k+m Q+m

Co-(1-2)-Ko:(1-2)- T 40

SRR

o Jo 1Q+k+tm Q+m which is multiplied by the one-loop matrix element
Sodl/(1+ m)2. The counterterms in the above two terms are

>, (39 equal and opposite, so that the sum of the two renormalized

(I+m) contributions to the leading power is the same as the sum of

. . the bare terms. Notice that if we choose the factorization
is power suppressed. To see this, we observe that the poten-

tially leading contributions, whek<Q and|~m are can- scaleu to be of orderqQ, then the integral in the one-loop

celed by the subtractiort$. There is a possible UV diver- coefficient function is dominated Hy of order Q.
gence ak—oo, but this is canceled by the subtraction in the

second factor. This subtraction suppresses the reigioh F. Zero mass limit of coefficient function
and it is as effective at suppressing the region for the ultra-
violet divergence, vizk— o, as it is at suppressing the origi-
nal region it was designed to handle; Q.

as as

X —
k+l+m k+m

Finally, we observe that the coefficient function has a
finite m— 0 limit. The coefficient function is the sum of the
lowest order ternC,- Z=Q/(Q+ m), the one-loop term Eg.
(40), and higher-order terms. In a field theory, the existence
E. NLO: Renormalization of the zero mass limit implies that the coefficient function is
Next, we perform renormalization in the two terms con-infra-red safe and is a symptom of the perturbative comput-
tributing to the leading power. We can remove the UV di-ability of the coefficient function in QCD whe@ is large.
vergence in each term separately by adding suitable counter- For example, the massless limit of B40) is
terms; in the factorization theorem this would amount to
definin lized it t d F Q ) s asf(k>p)
g renormalized composite operators, a procedure we dkl |~ 1| s ZT TR
will implement in Secs. VII A-VII C. A convenient method 0 Q+k k k

(41)

The infra-red divergence (at k=0) in the term
Q=K includes the regionk~Q andk<Q. JdkQ/(Q+Kk)(as/k) is canceled by the subtraction in the
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FIG. 10. Two-rung graph for the matrix element.

FIG. 8. Regions of momentum integration that give the UV
divergences in the operator matrix element defined by(E4).

first term. The subtraction is designed to cancel the regiofifere” means to take the pole part of everything to its left,
where k<Q, and this includes the region of the possible With the usual modifications of the pole part that define the
infra-red divergence. MS scheme. Although we have used a notation that suggests
One reason for emphasizing the zero mass limit is tha is to be treated as a linear operator, it does-hiot fact
calculations become algorithmically much simpler, espeobey all the properties of linear operators, in particular asso-
cially for the analytic evaluation of Feynman graphs. But ourciativity.
derivation shows that a non-zero mass may be left in the Renormalization of graphs with two or more rungs is
calculation of the coefficient functions, as would be appro-more interesting. For example the two-rung graphs, Fig. 10,
priate if the mass is not sufficiently small compared With  have a sub-divergence as the left-most loop momerium
goes to infinity; this is exactly the same divergence as in the
VIl. USE OF RENORMALIZED PARTON DENSITIES one-rung graphs Fig. 9. It must be canceled by the one-rung
counterterm before we add in the counterterm for the two-
rung divergence, which occurs when both the loop momenta,
k andl, go to infinity. Note that there will also be UV di-
vergences inside each rung from divergent self-energy and
A. Renormalization of operators vertex graphs. These are associated with renormalization of
To construct the final form of the factorization, we will the Lagrangian and are present independently of the UV di-
re-express the bare factorization theorem, @§), in terms ~ vergences that we are discussing now, divergences that are
of the matrix elements of renormalized operators. These opdue to the use of composite operators. The divergences as-
erators have no UV divergences, unlike the bare operatcﬁrOCiated with the interactions are canceled by the usual col-
matrix elements defined in Eq4). lection of counterterms in the Lagrangian, so tlat, K,
Now, the divergences come from regions of the formand T, are finite before we convolute them together. This
shown in Fig. 8. This figure is very reminiscent of Fig. 1, for implies, in particular, that the Green functions that define
the very good reason that the derivation of the associatethese amplitudes are Green functiongeformalizedfields.
regions is essentially identical for the two cases. We will According to this procedure, the one-rung divergence in
choose to renormalize the divergences in M8 scheme Fig. 10 is canceled by a counterterm
using dimensional regularization. As we will see, the fact _
that the counterterms in this scheme are mass independent —Z-Kg-P-Ko- T, (44)
will permit us to take the zero mass limit for the coefficient )
function without encountering mass divergences introduce@nd so the two-rung counterterm is
by the renormalization counterterms. Minor changes to the _ _
argument would permit the use of any other suitable scheme. —Z-(1-P)-Kg-P-Kg-Tg. (45)
To see what to do, let us first expand the bare operator
matrix elementAg, in powers ofK: The important point in the definition &? is that it must only
be applied to quantitiego its left) that are free of subdiver-
Ap=Z-To+Z-Ko-TotZ-Ko-Ko-To+- . (42 gences. To do otherwise would generate counterterms that

The first term is UV finite. The second term has a divergencg"’we non-polynomial dependence on the external momenta

when the loon momenturk ioining the operator vertex and and that can therefore not be interpreted in terms of operator
. P entum | 9 P . renormalization. The renormalized value of the operator to
Ko (Fig. 9 goes to infinity. It can be renormalized by sub-

tracting the pole part at=0. (We define the number of two-rung order is therefore
space-time dimensions to be-4.) This gives a result we

We now return to the factorization theorem in field
theory.

symbolize as Z-Kg-(1—=P)-Kg- (1=P)-Tp. (46)
R[Z Ko - To]=Z-Ko-To—pole part (Z-Kg)-To This pattern evidently generalizes. To renormalizgthe op-
erator matrix element, we simply insert a factor of P to
=Z-Ko- (1_75).1-0_ (43)  the right of everyK, factor. The result is that the renormal-

ized matrix element is

k @Q %Compare the remarks of Curci, Furmanski and Petronzio below

Eq. (2.295 of Ref.[18], and see also the Appendix of the present
FIG. 9. One-rung graph for the matrix element. paper.
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o

In the next-to-last line, we have us&d=2Z and?-Z="P, to

AR:nZO Z-[Ko-(1=-P)]" Ty write the result in terms of an explicit factor times the bare
operator matrix element. Then we observe that there is a
1 factor Z at the left of the operator matrix elemenrt1/(1
=Z m'TO' (47) —Kp)- Ty and that the integral coupling it to everything fur-
0’ -

ther to the left only involves the- component of momen-
tum. Thus the result has the form of a convolution over lon-
The structure here is very similar to our construction of thegitudinal momentum fraction, for which we use the symbol
remainder, Eq.18). This is not surprising, since in both ®.

cases we are cancelling contributions from a set of regions of The factor

loop-momentum space that have very similar structures.

Given thatZ effectively represents the vertices for the 1 _
operators that define parton densities, &) is our defini- G=zZ-2Z- —-KoP (50
tion of the parton densities, up to a trivial normalization fac- 1-Ky- (1-P)
tor.

is the renormalization factor of the operator defining the par-
ton densities. We can therefore write the renormalized parton

B. Operator renormalization is multiplicative N .
densities in terms of the unrenormalized ones:

At first sight, the above manipulations give a rather arbi-
trary definition of the renormalization of the operators and of dé
the parton densities. In fact, as we will now show, they give ff}p(x)zz f — Gij(&/x,as5,6)f5,(8), (51)
a definition in which the renormalized and bare parton den- ] 3
sities differ by a multiplicative factor, with the multiplication o )
being in the sense of convolution over fractional longitudinalvhere we have now explicitly displayed the sum over parton
momentum. Therefore the only freedom is the usuaflavors and the integral over momentum fractignLet us
renormalization-group freedom to change the renormalizateiterate that the word “bare” is used in the sense of “lack-
particular scheme. other common usage of the word in this contf&t18,19.
What enables these results to be proved is the fact thathe renormalization factor starts with a lowest order term
renormalization counterterms are polynomial in the externawhich is effectively a unit operator:
momenta of the subgraph to which they apply. Thus the
counterterms can be interpreted as factors times operator ver- Gij= 6j0(&/x—1) +O(as). (52
tices.(The same property is what enables renormalization of
the interaction to work. Moreover, the fact that the diver-
gences are logarithmic implies that the operator vertices are
just the ones defining the bare parton densities. These prop- Once we have seen that the renormalization of the opera-

erties can be summarized by the statement that multiplfing tors is multiplicative, we can write the factorization theorem
on the right byZ has no effect: Eq. (25) in terms of renormalization quantities:

C. Factorization with renormalized parton densities

X.P=X.P.Z. (48) F=Cr®Ag+remainder,r, (53

) _ o ) where the renormalized coefficient function is
Here X is any quantity which is free of subdivergences.

Now we can express the renormalized parton denskjes Cr=Cg®G! (54)
in terms of the bare parton densities: '

with G~ being the inverse of the renormalization fac@®r
1 for the parton densitief\r. The inverse is with respect to
: —To convolution in the longitudinal momentum fraction.
1-Ko:(1=P) It is possible to derive a simple and very plausible, but
1 wrong, formula for the renormalized coefficient function.
=Z- ———(1-Ky)- To The derivation relies on using associativity for the pole part
1-Ko-(1=P) — o operation. We give the false derivation in the Appendix,
- - since it is instructive.
——[1=Ko(1=P)=KoP]- 1-K -To There does not appear to be a simple closed formula for
1-Ko-(1=P) - the renormalized coefficient function. But there is a conve-
- 1 nient recursion relation that we will now derive. It corre-
: —KoP|-Z: To sponds to the actual algorithms used to do real calculations.
1-Ko-(1=7P) —ho The derivation starts from the fact that by our definition of
=G® AB . (49) CR '

AR=Z

=|z-2
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Cr®ARr=Cg®Ag. (55) To=Z in Eq.(17), and it follows that the remainder tenms
zero—see Eq(18). We letAg, andAg, correspond to parton
We simply expand all quantities in this in powers I6f.  densities on a parton targkt:
Since we already know theth order terms foCg, Ag, and

Ag: 1 1
Agp=Z——Z, Agp=Z—_—Z. (6]
C(Bn):CO[(l—Z)KO]nZ, 1-Kp 1-Ky(1—-P)
A _ 7k Then the bare factorization theorem Eg5) becomes just
B —<4Kolos
F,=Cg®Agy,, (62
< p B Bp
AR =Z[Ko(1-P)]"Ty, (56)
while the renormalized factorization theorem on a parton tar-
we can obtain the expansion G, which we write as get is
- F,=Cr®Agp. 63
CR: ngo Cg?ﬂ) . (57) p R Rp ( )

Neither of these equations has a remainder term. The coeffi-

Our problem is to find an explicit formula for the te/@f cient function is, of course, target independent; it is the same
given the lower order terms. here, on a parton target, as in the factorization theorem on a

Expanding Eq(53) to zeroth order irk,, we find hadron target. o
We expand in powers df,, and thenth term inF,, is

CoZTo=CWZT,. (58) -

N _— ) M an=j)
This equation is true for any value @, since factorization Fp =Cr't ]-2::0 Cr'Arp - (64
applies for any initial state. Hence we must ha 0)
=CyZ, the same as corresponding term in the bare coeffiRewriting this equation as

cient.
To first order, we have n-1 _
S 120 cAm ). (65)
CPAY +cPA =cRAP +CcPAY, 59 . , , .
B8 BB RTR TPRIR ©9 gives the desired recursion. Th¢h order renormalized co-
which gives efficient is thenth order partonic structure function minus

lower-order terms in the Wilson coefficients times partonic

matrix elements of the operators defining the parton densi-

ties. Both the partonic structure functions and the partonic

operator matrix elements can be computed in perturbation

. theory, and actual calculations to ordef exist [8]. The

=CoKoZ—CoZ[ZKy—(ZKo)P]. (60)  recursion starts at order 0, where the coefficient function is

the lowest-order partonic structure function: the first non-
trivial case, forn=1, is exactly Eq(60).

A convenient way of formulating this is to say that the right-  The indicesn andj can equally well be interpreted as

hand side is the structure function of an on-shell quank parametrizing an expansion in loofsr «;) as well as an

gluon) minus the lower order term in the Wilson expansion expansion in powers df.

of this partonic structure function.

Notice very carefully the placement of the pole-part op-

eration. It is tempting to treat the last term on the first line of 190bserve that the word “parton” has just been used with two

this equation as ,ZKo)P. But this would mean that the gitferent meanings. The parton target is an on-shell state corre-
pole-part operation would be applied to the whole ObJ‘?(:T'sponding to one of the elementary fields in the Lagrangian. A par-
CoZKyp, whereas it should only be applied to the quantityion density is a number density computed using a particular opera-
that is an operator matrix element, i.e.,4&; this is indi-  tor involving the corresponding field. Thus a parton density in a

cated by the brackets. The incorrect method, of taking thearton is a non-trivial but non-contradictory concept.

CY'=Co(1-2)KZ+[CoZ][(ZKo)P]

pole part of everything, i.e., o€,ZK,, will get different 20Note that this equation has no remainder term even if we have
results from the correct method@, has any dependence on non-zero quark masses, since we have not yet taken a zero-mass
the regulator parameter—see the Appendix. limit in the coefficient function. To compute the coefficient function

For the general case, we apply the factorization theorerfor a light parton, it is normally convenient to take the zero mass
to a target which is a single on-shell parton. The structurdimit, as we will see later. In that case the remainder term on a
function in this caseF, is obtained by settin =0 and parton target will become nonzero.
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VIll. PARTON DENSITIES evolution equations. Since the parton densities are matrix
elements of renormalized composite operators, the evolution
equations are just the ordinary renormalization-group equa-
Our derivation leads to a factorization theorem in whichyjons for the operators. To use the factorization formula one

A. Gauge-invariant parton-densities

the bare parton densities are defined by formulas like sets the renormalization/factorization scale¢o be of order
dy~ o Q. Then there are no large logarithms in the coefficient func-
fB(x):f 2—e‘ixp+yf<p|¢(0,y‘,0T) Y 4(0)|p). tions, for which low-order perturbation calculations are
a

therefore useful. The parton densities at different scales are
related by use of their evolution equations.

(The vacuum expectation value of the operator should be Since we have chosen to uséS renormalization, the
subtracted, so that this matrix element is a connected tme. renormalization-group coefficients are independent of
a gauge theory like QCD, this is a matrix element of a gaugemasses, and are in fact the ones normally used. This is true
variant operator. The gauge to be used to define the operatéwven if one(or morg of the quarks is heavy and has a mass
is the light-cone gauga* =0, since that was the gauge used M comparable witrQ. Our proof of factorization has dem-
for the proof of factorization. In accordance with the deriva-onstrated that all relevant effects of non-zero quark masses
tion, the two quark fields areenormalizedquark fields. can be found either in the coefficient functions or in the
However, as we saw, there are divergences associated wigiarting values of the parton densities.
the bilocal light-cone operator, so this formula, without Of course, one can perturbatively compute the values of
renormalization, defines a bare parton der®ity. the heavy quark densities, by the methods that Wif&5]

As is well known, a gauge invariant form of the parton first devised. In our formalism this is most conveniently done
density can easily be made by inserting a path-ordered expd? association with the version of factorization that is appro-

(66)

nential of the gluon field: priate whenM is bigger tharQ, which we will treat in Sec.
X.
fe(x)= dle*ixpw_(plg(oy* Or)
B 2 v IX. QUARK MASSES IN THE COEFFICIENT FUNCTION
. Yo , In conventional treatments of factorization, masses are set
X Pex _'goJ’O dy’ " taAoa(0y' ™, 0r) to zero in the coefficient functions. But our treatment has
preserved masses, and this is the key to a correct treatment of
Xyt y(0)|p). (67)  the effects of heavy quarks.
In the light-cone gaugé* =0, the exponential reduces to
unity, so that the parton density agrees with the previous A. Massless limit
definition. Note'that to get gauge invariance the coupling and  The massless limit can be taken in the coefficient func-
the gluon field in the exponential are the bare ones. tion. This can be done since the-Z factors in Eq.(54)

Renormalization is performed by convoluting the barec,,qe| jeading power contributions from all regions except
parton densities with the previously determined renormallza\—Nhere all the loop momenta are of ord@? in virtuality, and
tlorp\lfa_ctor.h h ion f la. E for th ‘ except for regions that contribute to tkeanceled UV di-

- otice t _at t. € recursion formula, .(55)'. or t 1€ coel- vergences. Thus setting a mamgo zero gives an error that

ficient functl_on is actually_gauge |n\_/ar|a_nt, if we interpret it is a power ofm/Q. A particular consequence of this result is

as an equation for terms in expansions in pOWeraafFor — yha4 o) potential collinear divergences are canceled. Thus the

example, the left-hand side is th term in the expansion of  ,efficient function is a truly infra-red safe quantity. If the

the structure function of an on-shell quark or gluon, and th§enormalization masg. is chosen to be of orde®, then

coefficientsA(R”p_J) are terms in the expansion of the renor- perturbative calculations can be made.

malized parton densities in the same on-shell quark or gluon sjnce errors in setting a mass to zero are a powet/(,

state. taking the massless limit is sensible if all the quark masses

are of the order of a typical hadronic mass or smaller; the

B. Evolution equations errors are no bigger than errors that have been made else-

The final element in the factorization formalism that where in the derivation of factorization.

makes it useful for phenomenology is the set of DGLAP
B. Heavy quarks
However, there are quarks whose masses are larger than

217 petter definition of a bare parton density is to replace thethis (charm, etg. Let us first treat the case that there is only
renormalized quark fields by bare quark fields. This new definitionon€ heavy quark, of madd. It is not always appropriate to
differs from the one given above by a factor of the quark's wave-SetM =0 in the coefficient functions, since the error in doing
function renormalization. The advantage of this second definition is0 is of order ¥/Q)P, which may be much bigger than the
that it is renormalization-group invariant, so that formal derivationserror associated with dropping the remainder term in the
of the renormalization-group equation are simpler. derivation of the factorization theorem. An error of order
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(M/Q)P may also be larger than the error caused by using a H-Z-T=H-T+non-leading power, (68)
finite order truncation of the perturbation series for the coef-
ficient function. whenever we are in an integration region where the virtuali-

Now, the error in the factorized form of the structure ties in H are much bigger than the virtualities ih. The
function is of order (\/Q)P, and the derivation of this error Second property is that when we go outside the momenta for
estimate is valid over the whole range of quark mass foihichZ gives a good approximation, insertion of a factor of
which Q=M. This means both the region whe is of Z should not produce a result that is much bigger than the
orderM and the region wher® is much bigger thaM . The original. To make this precise, &t and T be subdiagrams
remainder term is uniformly suppressed by a poweA¢.  that could be used in Fig. 1. We have
The sole effect of a heavy quark line is to restrict its virtu- 4%k
allty to bg at least qf or_deMz, and this is qompletely com- H.Tzf ———H(q,k)T(k,p) (69)
patible with the derivation of the error estimate. (2m

We therefore have a factorization theorem that is valid in

the whole of the region thaQ=M, as we have already and

observed. IfQ is sufficiently much bigger than all the quark d%k

masses, then we may set all the masses to zero in the coef- H.Z-T= f 4H(q K)Z(k,)T(K,p).
ficient function. If some of the quark masses are non- (277 (2m)

negligible, then we simply leave their masses at their correct (70
values. _ _ _ We require, with one exception, thit-Z- T should not be

However, these considerations only applWifs Q. If, on yych larger tha - T. The exception is that we can have a
the contrary, a heavy quark mass is much larger @athen  |ogarithmic ultra-violet divergence for lardé.
the coefficient functions that we constructed have logarithms The above properties are sufficient to ensure that the re-
of M/Q in this region of relatively smalQ. This is a prob-  mainder as defined in E¢18) is power suppressed. Then we
lem we will treat in Sec. X. The work in this section is basedcan obtain the renormalized factorization theorem &)
on a factorization theorem derived under the condition@at given that any divergences in the operator matrix elements
is at least comparable withl. are at worst logarithmic.

Despite the fact that we have retained heavy quark masses A final property is needed in order that the factorization
wherever necessary, the kernels of the evolution equatiort§eorem be of a usefully simple form. We choose this to
for the parton densities are in fact the same as with the quaean that factorization involves a convolution in just one
masses set to zero, i.e., they are identical to the Ordmaryarlable a Iongltudlnal momentum fraction. This forces the
DGLAP equations in thé1S scheme. This happens becauseMomentum-dependent pattto be of the form
the evolution equations are in our approach just the renor- .
malization group equations for the renormalized parton den- Z(k,1)= 8" (kr=T#)f(1). (71)
sities. The Altarelli-Parisi kernels are anomalous dimensions,
obtained from the renormalization fact@;;. Since the Here the functionf(l) must be UnitVZWQGHT is less than
renormalization counterterms in tHdS scheme are mass aboutQ and|” is less than abouQ“/p". Moreover, the
independent, so are the Altarelli-Parisi kernels, a statemer@pproximated momentumt must approachl(,00;) in the
that is true not only for the leading-orders terms in the  collinear limit. Bothf(l) andi# must be smooth functions.

kernels, but for all higher order corrections. In order that the convolution in the factorization formula be
a convolution in one variable, the approximated momentum

C. Redefinition of the Z operation 1# must be independent of and|
The analytic core of our proof is in the definition of te Perhaps the simplest and most natural definition is to

operation and in the proof that the remainder term, (&8), write

is suppressed by a power af/Q. The rest of the proof is

simple linear algebra. It is possible to adjust to the definition Z(k,1)=o6"[k*—(k*,000)]6(1r<p), (72)
of Z to make calculations more convenient. We have alread
made one such redefinition—see E(®.and(11).

In the next section we will propose one further redefini-
tion of Z that will simplify some calculations, by allowing
heavy quark masses to be set to zero in certain parts of t
calculations of the coefficient functions. But first we must
characterize the allowed redefinitions. We address explicitly
only the momentum dependence Of The spin-dependent
part can be discussed in a similar fashion. % _

The first and most essential property is tEaprovide a XJ er d?l(ply( =)y ¢(D)p),
good approximation to leading regions, of the form of Fig. 1, o lr<n
i.e., that (73

zvhich is just like Eq.(8), except for a cut-off on the trans-
verse momentum entering from the right. This definition

would be favored, for example, by Brodsk$5]. It corre-
ﬁéoonds to defining parton densities by integrals of the follow-
ing form:

f(x,u)=standard normalization factors
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where there is an integral over all virtualities of the parton In the above equations, we have assumed that the limit of
from the target and an integral up to a certain maximunzero mass for the light partons exists. This is, of course,
transverse momentum, and we are using the Fouriemormally not true ifH is a simple sum of Feynman graph,
transformed fields. such as corresponds to the subgraph in Fig. 1. Rathe
This definition suffers from two inconveniences. The firstshould be a quantity such as a bare coefficient function ob-
is that in a gauge theory it does not give parton densities thatined from such a subgraph with a series of subtractions to
are manifestly gauge invariant. The second is that the evoluzancel the collinear regions, i.e., a quantity such as
tion equationgin w) are not exactly homogeneous equations
of the Altarelli-Parisi form; a subsidiary expansion for large 1
w is needed to get the Altarelli-Parisi equations. Co- T-(1-ZKy" (76)
Neither disadvantage is fatal, but we prefer to use a defi- 1o
nition in which f(1)=1, as in Eqs(8) and(11). The parton , e ) .
densities are then precisely of the form of light-cone opera- Just like the pole part operatioff, Z, is not a linear

tors, and UV renormalization must be applied as described iRPerator, at least not on momentum space. Nevertheless it
earlier sections. obeys enough of the algebraic rules for linear operators that

the proof of factorization still works if we replacé by Z,.
The advantage of the use Bf is that it directly implements
the zero-mass limit for light partons in the definition of the
The remaining freedom in defining resides in what it  coefficient functions. It is necessary to add to the proof a
does to the factors on its left, and in the definition of theverification that the zero-mass limit is only being applied to
approximated momenturh The most natural definition is quantities for which the limit exists, at all stages of the proof.
perhaps the one in EqL1). But a simplification is possible. The verification is elementary, since the dangerous regions
Let us first recall the classification of partons as light orarise from regions of exactly the kind that are suppressed by
heavy according to whether their masses are less than ¢he 1-Z, factors in Eq.(76). We can apply the same argu-
greater than a few hundred MeV. Thus the gluon, and the upnents to the renormalized coefficient functions as well.
down, and strange quarks are light, while the charm, bottom, In practical work, it is of course very important to take the
and top quarks are heavy. The importance of this distinctiorzero mass limit wherever possible, since massless Feynman
is that it is always legitimate to neglect light parton masses irgraphs are generally much easier to calculate than massive
the hard scattering coefficients, since the errors in doing sones.
are of the same order as the non-leading power corrections We now show that there are certain parts of calculations
(“higher-twist terms”) that constitute the remainder in the with heavy quarks where one can correctly redenealso
factorization formula. But it is not always valid to neglect to setheavyquark masses to zero, even wh@ris of order
heavy guark masses. EvenQfis much larger than the mass M. Let us continue to defing; as in Eq.(75) when the lines
M of some heavy quark, the error resulting from replacingjoining H and T are light partons. The light parton masses
M by zero in the coefficient function is larger than the errorsare set to zero itd, but the heavy parton masses are not.
that result from neglect of higher twist ternin practice we But now supposéd and T are joined by heavy quarks.
normally have larger errors that result from truncation of theWe will now show that it is legitimate to defing, to set the
perturbation expansion of the coefficient functions, and theieavy quark mases to zero inH:
it will be sensible to neglecM at suitably highQ.) Note,
however, that it is never legitimate to neglect masses in thqaiQ.zl.TQ
parton density.

D. Proposal for optimal redefinition of Z

So it is convenient to equig with a prescription to set :f H - f 2 _dk Tk M
light parton masses in everything to its left. This new opera- deHo(,£p,0,0 | dked otk.p.m,M).
tion we callZ,. Consider a convolutiotd - T like that im- (77)

plied by Fig. 1, and suppose thdtandT are joined by a pair

of light parton lines. We have Here we have equipped and T with a subscripQ to sym-

bolize their being joined by heavy quark lines.
H-T= f d*kH(q,k,m,M)T(k,p,m,M), (74 In Fig. 11 we show some diagrams to whi¢his applied,
at the place indicated by the vertical line. To allow zero mass
so that limits to be taken, we assume implicit-1Z, factors at all
necessary points to tHeft of the vertical bar, as in Eq76).
- ) B In the case that there is more than one heavy quark, one
H-ZrT:f d§H(q,§p,0,M)f d*krdk™T(k,p,m,M), should set to zero only the masses of those quarks that are
(75) lighter than the quarks joiningl andT. This need for this
R last requirement will become apparent in the proof.
where p=(p*,00;), and, for simplicity, we have omitted In the first three graphs, which have either gluons or light
the treatment of the Dirac matrices, which is unchanged fronpartons as their external lines, only the light quarks have
our earlier work. We usen andM to refer to light and heavy their masses set to zero. But in the last three graphs, which
parton masses. have heavy quark external lines, all the quark masses should
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S :::]:ET FIG. 13. One-loop graph for heavy quark in DIS.

@ () ) shaded target bubble. I is much larger than the quark
massM, it is a useful approximation to replace the graph by
the lowest order Wilson coefficient times the heavy quark
density, as shown on the right of Fig. 12, for the important
region when the quark has transverse momentum much less
thanQ. Itis also a good approximation to replalgkeby zero
i the contribution to the coefficient function.

Now both of these approximations fail whé€his compa-
L X . . . . rable toM (the “threshold region’. But in this case the
If it is indeed valid to definé, in this way, a substantial heavy quark distribution is of order, relative to the gluon

simplification is achieved in practical calculations, since it isdistribution So to do valid phenomenology we must include
only necessary to retain non-zero masses for heavy quarks Ylso a one-loop coefficient times the gluon density. The re-

loops of heavy quark lines in coefficient functions with ex- sult is shown in Fig. 13. We start with a particular kind of

ternal light lines, i.e., in graphs such as the first three of Figgraph for the structure function where a heavy-quark loop
11'Th f | £i foll couples to the target by gluon lines. To avoid extra irrelevant
€ formal prootis as Tolows. ... complications, suppose that the gluons have low virtuality.

(1) H-Z, 1S onl_y u_sed wherH has 261 ZEro mass _I'”_"t' The first part of the right-hand side is a contribution to the
Hence the virtualities it are of ordeQ” or larger. Thisis  cefficient function times the gluon density. In the one-loop
simply the assertion that collinear subtractions have beeqetficient there is a subtraction term. The second term on
applied insideH, as in Eq.(76). _ _ the right is the previously defined heavy quark coefficient
_(2) If H andT are joined by heavy qua’\;ilél!nes, the virtu- ¢nction times a heavy quark density. In the region where the
ality of the heavy quark is at least of order” in the domi-  4,0ns have low virtuality this second term cancels the sub-

nant region of integration, for the whole leading power. Thegaction in the one-loop Wilson coefficient times the gluon
virtuality, as is well known, is in fact space-like. density.

(3) In a region where the virtualities il are much less  pence the incorrectness in the approximation used in Fig.
than the virtualities irH, thenH-Z,-T provides as good an 17 js compensated by the subtraction in Fig. 13. Of course, it
approximation toH-T as does the approximation with the \yould have been much simpler to use the heavy quark
heavy quark mass left non-zero. The original approximation:fiyed-flavor’ ) scheme that we will discuss in Sec. X. But
involved2 replacing a momentum of space-like virtuality of {hat scheme does not permit us to go to la@ebecause
orderM* by an on-shell momentum. Instead we now replac&nere will then be large logarithms /M in its coefficient
it by a light-like momentum. The ne operation provides a fynctions. In contrast, the scheme in Figs. 12 and 13 permits
suitable approximation given that the old operation did. Thus;, interpolation between low and hig without loss of
the first essential property of & operation is obeyed. accuracy

(4) If the virtuality of the lines joiningH andT is of order At sufficiently largeQ, the Born term alone provides use-
the virtualities in H, then setting masses to zero H1_ ful phenomenology, because the heavy quark density is
changes the precise value but not the order of magnitudgarge. Moreover, zero-mass coefficient functions can be used.
ThusH-Z,-T is of the same magnitude & T in this case. As Q is decreased towards the threshold region, the Born
The second property fc is satisfied. term in the coefficient function becomes increasingly inaccu-

(5) The effect ofZ, onT, in Z;-T, is the same as faf.  rate as a representation of the graph on the left of Fig. 12.
Thus there is no change in the logarithmic UV divergenceq\ote that even if we evaluate the coefficient with the correct
that are generated. . . mass there is still an error of the same order of magnitude as

A more physical argument can be made with the aid of afhe error in neglecting the mass completely. This is because
example. Consider the lowest order calculation of a heavyhe horizontal lines are necessarily space-like. Replacing
quark loop to a structure function. In Fig. 12, we have theihem with on-shell lines gives an error of orddr/ Q2.

Born graph for DIS on a heavy quark that comes out of the \ynen one decreas€} the errors in the approximation of

Fig. 12 increase. At ordetg, the errors are compensated by
A [ the subtraction term in Fig. 13. But beyond some point, the
% — % errors in the approximation become larger than the quantity
SN one is trying to compute. Correct compensation of errors will

involve the use of even higher order diagrams. Then one
FIG. 12. Born graph for heavy quark in DIS. must abandon this scheme and use only the heavy quark

FIG. 11. Diagrams with th&, operation applied at the vertical
line. The heavy quarks are denoted by the thick solid lines.

be set to zero; the external quarks will also be given massle
on-shell momental?=0, and the Dirac matrix will be that
for a massless quark.
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scheme of Sec. X. The important point is that there is ardefine the heavy quark mass as the position of the pole in the

overlap in the region of validity of both schemes. heavy quark propagator, a definition that makes sense in per-
turbation theory. Remaining renormalizations are defined by
X. FACTORIZATION WITH Q=M pole-part SUbtraCtionS, in thdS Style.
The advantages of this scheme fté&]:
WhenQ is reduced below the mass of a heavy quark, (1) It satisfies manifest decoupling.

the scheme described in Sec. V becomes inappropriate. In- (2) MS and zero momentum subtraction allow preserva-
deed, given a fixed value of we go below the threshold at tion of Ward identities in gauge theories without the need for
Q=2Mx/(1—x) for producing the heavy quark by reduc- extra finite counterterms.
ing Q enough. On the other hand the factorization theorem (3) Anomalous dimensions for the active partons and the
that we derived earlier has a non-zero subprocess in whicp function are the same as in thS scheme for the theory
there is production of heavy quarks in the final state, for anyyith the heavy quark omitted. They have no mass depen-
value of Q. An example is given by Fig. 12. There we re- dence.
place a graph for heavy quark production by the lowest order (4) At no stage, in either this subscheme or the subscheme
approximation to the factorization theorem. The replacemenfhere the heavy quark is activer partonig, do we have to
of an off-shell heavy quark by an on-shell quark in the hardmake an expansion in powers bf/Q or Q/M: the heavy
scattering enables the approximated graph to be non-zergyark mass need never be approximated. So the scheme can
even when the true physical process is below the thresholge applied when there are several heavy quarks and the ratios
for producing heavy quarks. The error in the approximationsf their masses are not necessarily large. Furthermore, there
is repaired by higher-order approximations to the coefficienis no loss of accuracy when treating problems where a heavy
functions, as illustrated in Fig. 13. quark is not heavy enough for it to decouple to high accuracy
Clearly it is likely to be a poor and inaccurate method of and not light enough for its mass to be approximated by zero.
calculation to obtain an answer that is known to be zero by In this section we will treat the case that the theory con-
adding a collection of non-zero pieces, in a truncated perturgains one heavy quark and th@=M. The most general
bation expansion. Even a little above threshold we may havgase, that there are several heavy quarks, whose masses may
inaccurate calculations: a cross section that approaches zegp may not be larger tha®, will form an elementary gen-
as the threshold is approached is calculated as a sum ovgfalization to be treated in Sec. XI. We will first derive a

terms that do not have the correct threshold behavior.  factorization theorem without taking account of renormaliza-
The remedy is to use a different version of the factoriza+ion and then we will do the renormalization.

tion theorem, in fact the well-known fixed-flavor-number

schemd1,4]. In this section we present a proof of factoriza-

tion in this scheme in a form that will mesh with the formu-

lation and proof of factorization that we gave earlier. Using When we are in the regio@=<M, the leading regions

the terminology introduced in Sec. IIl, we will say that the continue to be of the form of Fig. 1. However, the specifica-

heavy quark is treated as non-partonic. It will be convenientfion of the graphs is a bit different, since heavy quark loops

for the purposes of this section, to call this scheme thénust each be contained in the hard garbr in renormaliza-

“heavy-quark scheme.” The essence will be to treat thetion subgraphs off. Thus the lines joiningd and T must

heavy quark as always being part of the hard scattering. Thiglways be light partons. To obtain a factorization theorem,

scheme has a range of validity that includes the whole regiole use the reasoning in Sec. V with two changes.

thatQ=<M. This range overlaps with the range of validity of ~ The first change is that since heavy quarks cannot join the

the factorization theorem where the heavy quark is treated d%rd and target subgraphs, we change @d) so that the

partonic, i.e., the rang®@=M. amplitudes corresponding t6,, Ky, To and D are two-
There are two important observations. One is that w@en particle irreducible in the light partons only. The second

is of orderM, the heavy quark mass provides a large scale ofhange is that we need to take account of the decoupling

virtuality that can be treated on the same footingQasThe  theorem for graphs with heavy quark loops.

second observation is that whénis much less thaM, the The first change means that H@7) needs to be replaced

decoupling theoreni17] applies. Our heavy quark scheme by

will satisfy the decoupling theorem in the simplest way: one o

can simply drop all graphs involving heavy quark lines and _ n

obtain a correct answer without needed extra finite renormal- F_nZO Cri (Kn)™ T+ Dy

izations of the coupling and parton densities. The method we

will use is that of Collins, Wilczek and Zeg2], with the 1

heavy quark being treated as non-partonic. In that sub- =Cu- m‘TH’LDH ' (78)

scheme, renormalization is done in tMS scheme for all

graphs except those involving the heavy quark. For graphwhere the subscripH means that the amplitude with the

with a heavy quark loop, renormalization is done by subtracsubscript is 2PI only in light parton lines. We can formalize

tion at zero momentum and with the light quark masses set tthe definitions ofCy, etc. by defining a projectioR, that is

zero. The remaining renormalizations involve graphs withunity on light lines and zero on heavy quark lines. The pro-

external heavy quark lines. Following Busd al. [8], we  jector onto heavy lines iPy=1—P_. Then

A. Bare factorization theorem
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1 ficient: it is the full amputated Green function, including re-
Cu=Co 7—pPL: ducible graphs but with subtractions to make it a purely UV
1=Puko object
1 Contrary to appearances, the definition EB) is equiva-
Ky=P_-Kg P, lent to the previous definition, E¢24), so that
1-PyKy
1
:PL'l_KOPH'Ko'PL, PL'AHB:PL'Z'l_—KO'To. (84)
T.—P. . 1 T The algebraic proof of this equation, starting from Eg),
HETL 1 —KoPy @ is left as an exercise. We can also define the densities of
heavy quarks byP,-Apg=Py-Z-1/(1-Ky) Ty, but we
will not need to use the definition here, since only light par-
Dp=Do+Co- 1-P.K, Pu-To. ton densities appear in the factorization theorem.

(79) At first sight it appears that the bare parton densitigg
are identical to those in the previous version of the factoriza-
It can be verified that with these definitions, the structuretion theorem. This is not quite so, because we are using a
function given by Eq(78) is the same as before, i.e., different renormalization subscheme for the QCD action,
Co-1/(1—K{) - To+Dy. both subschemes being part of the CWE2] family of
We define the remainder to be schemes. Green functions in the two subschemes differ by
factors associated with the changes in the wave function
renormalization factors. In addition, even without wave func-
rn=Cy- 1-(1-2)K,; (1-2)-Ty+Dy. (80  tion renormalization, the numerical values of the coefficients
H in the perturbation expansion &f,, etc., would differ be-
This remainder is power suppressed, just like the remainder C2uSe the numerical value of the coupliagdiffers between
that we defined in Eq(18). the two subschemes. This can all be summarized by saying

No changes are needed in the reasoning that lead to tfBatKo, To andCo in the two subschemes differ by a renor-

bare factorization theorem ER5). We find that malization group transformation.
When we renormalize the operators, and hence construct
F=Cps®Ag+non-leading power, (81) f[he renormalized factorization theorem, we will need to work
in terms ofK, rather tharK, . So we rewrite our new coef-
where the bare coefficient function is ficient functionCyg in terms of fully 2P1 amplitudes. This is
done quite simply by defining a new projection operatgr
1 that is zero when applied to heavy quark lines and that is

Z, on light parton lines. Thedy=2Z-P, .
Graphically, the coefficient functio€,g given in Eq.
(82) is Cy with any number oK's attached. If neighboring
—Cy ————Z-P, (82 rungs are connected by acti_ve partons, then a factor of 1
— (1= H —Z is inserted, but connections by heavy quarks are le
1-(1-2)K z ted, but t by h k left
unaltered. A straightforward but somewhat lengthy algebraic

and the bare operator matrix eleméott bare parton density  derivation shows that Eq82) implies that
is

CHB:CH'l—(l—Z)KH'

1

P -Ayg=P - Z- Ty (83) CHB=Cb~I:YI:355RE-Z-PL. (85)

1-Kj

The leading regions only have active, light partons joiningObserve that on an active light partor-Z,=1—Z2 and on
the hard subgraph and the target subgraph. This is reflectettheavy quark +Z,=1, so that this equation agrees with
in the formulas by the fact that there are explicit factors ofthe verbal description given at the beginning of the para-
P, on the right ofC,;, on the left of Ty and on both sides of graph.
Ky . Hence we may insert the explicit factors Bf in the
formulas for the coefficient function and operator matrix el- _ _
ements, Eqs(82) and (83). B. Renormalized factorization theorem

The reader should clearly understand the distinction be- Next we copy and slightly modify the steps needed to
tween the following notationsC is a fully 2P1 and ampu- derive the renormalized factorization theorem. To define the
tated Green function for two virtual photons and two quarks;renormalized parton densities, we need to use a renormaliza-
Cy is the same Green function &, except for being 2Pl tion scheme in which the heavy parton is treated as non-
only in light parton lines; and finall,z is a Wilson coef-  partonic. So we define
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* result only applies to the renormalized heavy quark density,

Aur= >, Z-[Ko- (1=Py) 1" To not to the bare heavy quark density.
n=0 We can therefore restrict the renormalized coefficient
function so that its external lines are light, and the factoriza-

1 .
-z — . T,. 86) tion theorem becomes

1=Ko-(1=Pu) F=Cur®A g+ power-suppressed remainder(91)

The renormalization is defir?ed*lﬂ?H » which is an operaFion where now the parton densitiég g are renormalized parton

that acts to the left. We defirleP,, as follows: IfL contains  densities in the effective low energy theory with the heavy

heavy quark loops and its rightmost external lines are lighguark omitted. There appears to be no simple formula for the

partons, the. P, is the value oL (q,k,M,m) whenk™ and  remainder, and notice that the remaindenét equal tor

k are replaced by zero and the light parton maseegre  defined in Eq(80).

replaced by zero. IE contains no heavy lines, theb? is As before, there appears to be no simple formula for the

just theMS pole part ofL. The remaining case is when we poefﬁcpnt function, but a simple recursion formula does ex-
lv P, to qraphs with external heavy lines. There is aISt and it corresponds to the algorithms actually used to do

apply 7u grap . avy : calculations. The formula is almost the same as the previous

choice of scheme that is not determined by the overall re

guirements listed in Sec. Il. This is similar to the non- one, Eq.(65):
uniqueness found by Roberts and Thotd€,11]. We will n—1
choose to define the _operatiqn to bg pol_e-part subtraction, in ci= Fg‘)— 2 Cﬂ)RAf_rk_pj)- (92)
the MS style, as we did in a similar situation when renormal- 1=0
izing the interactions.
In accordance with the dictates of the BPH approach tol he structure function is to be computed on a light-parton
renormalization, counterterms are kept with the graphs the{arget only, not on a heavy target, and the light-parton
subtract. ThusL75H is only used wherl is a quantity for masses are to be set to zero. The parton density has sub-

which all subdivergences have been subtracted. This alstt/IPISLRP, whose meaning is as follows: Theindicates

ensureg12] that the use of zero momentum subtractions for"atALrp IS computed with the omission of all graphs con-

subgraphs containing heavy quark loops introduces no IFAINING heavy-quark lines. ThR indicates that it is renor-

divergences in the counterterms. malized, and thep indicates the samézero-mass light-
With these definitions, we can copy most of the previoug?@"ton target as for the structure function.

derivation of a renormalized factorization theorem. First we, 1 he one complication in proving E¢92) results from the

observe the relation between renormalized and bare partdACt that in deriving the factorization theorem, E§1) on a

densities has the form general target, we omitted graphs #yrg that contain heavy
lines, but without giving a formula for the omitted terms. So
Aur=GH®Aug, (87)  the recursion formula E92) could be in error by similar
terms, i.e., there might be a power-suppressed remainder
where we use term on the right-hand side. In fact all graphs fgrg, that

include heavy quark lines are exactly zero when combined
with their counterterms. This is because they are being
evaluated with their external momenta at exactly the subtrac-
tion point. Hence Eq(92) is exact.

1 .
Gy=2-2. ————KoP (89)
1-Ko- (1—Py)

instead ofG given by Eq.(50). Then we express the factor- . ) L
ization theorem in terms of renormalized parton densities C. Differences between heavy and light factorization

The renormalized factorization theorem with heavy
quarks, Eq(91), differs from the first factorization theorem
Eqg. (563 in two respects{l) The sum over partons in the
heavy quark factorization is restricted to light partons only;

Chr=Cus®Gyt. (90) (2 the parton densities differ by a change of scheme.
The first point accounts for our terminology of contrasting

Finally, we bring in the decoupling theorem. This implies “active” (or “partonic”) with “non-partonic” quarks. In
that a renormalized graph fdx,y is suppressed by a power the factorization we derived fd@=M, Eq. (53), the heavy
of A/M if it contains any heavy quark lines. This is a con- quark is partonic: there is a term involving hard scattering
sequence of the use of a renormalization scheme whicBff @ heavy quark. In contrast, in the factorization 1Qr
obeys manifest decoupling, for both the interaction and op=M, Eq.(91), there is no such term.
erator matrix elements. We are assuming here that the target There is an overlapping domain of utility of the two
hadron in the structure function is a light hadron. One case afchemes. This is where bo® and theMS scaleu are of
this result is that the density of a heavy quark is power superderM. In this situation there are no large logarithms in the
pressed in the scheme we are using in this section. Thisoefficient functions and no large logarithms in the coeffi-

F=Cur®Ayr+remainder,ry, (89

where the renormalized coefficient function is
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cients that relate the two schemes. This overlap is importarifhis defines the appropriate version of the renormalization

because it implies that the relation between the parton dersperator that is to replac® in Eq. (47) or Py in Eq. (86).
sities in the two schemes can be computed perturbatively. In" |, the construction of the coefficient function and the re-
practical applications it should be remembered that at large, sinder for the factorization formula, the operatidn must

X, the physical threshold for heavy-quark production can bebe replaced by, , which isZ when applied on an active
well aboveQ, and consequently the region where the two A

schemes have common domains of utility should then b@uark or gluon and zero on non-partonic quarks.

appropriately biased upwards @. The met.hods useq to construct the two factorlgatlon
When the heavy quark is treated as non-partonic, its parproofs readily generalize to §how that the rema_under is sup-

ton density is not used in the factorization theorem, and on@ressed by a power @, provided that all the active partons

might suppose that the heavy quark density does not exist &8ve masses less than or of the ordeQofMoreover, in the

all. In fact the heavy quark density does exist, because ongerturbative expansion of the coefficient function, if &

can define it by exactly the usual operator formula, togethescale u is of orderQ, there will be no large logarithms of

with renormalization(as dictated by the CWZ schemd&he  ratios of Q, u and quark masses provided also that the

important fact is that the heavy quaf@nd antiquarkdensi-  masses of the non-partonic quarks are all larger or compa-

ties can be expressed in terms of the light parton densities ygble with Q. The coefficient functions have infra-red-safe

a versio_n of factorization. This is a heavy quz_ark_expansionimits when masses of active partons are set to z€Fhis

for matrix elements of heavy-quark operators in light statesgpplies in particular to the light quarks; their masses may

and the argument was first given by Wittg2b] for the case  5yays be set to zero in the coefficient functions.
of local operators. In the subscheme where the heavy quark
'S no_n_-partonlc, the result is quite simple: the heavy quark .B. When can the masses of active partons be set to zero?
densities are suppressed by a power of the heavy quark mass:
The setting to zero of active parton masses in the renor-
frp=0(A/M). (939 malization prescription is necessary to get the simplest re-
sults, for example for the renormalization-group coefficients.
It is always legitimate.
Moreover, if one is computing the coefficient function for
a particular external quark, then one can set to zero the mass
XI. MULTIPLE HEAVY QUARKS of this quark and of the lighter partons, as explained around

Let us now suppose that we have the most general cased’ (77). It is only With this pre_scription th_at the recursion
that there are several heavy quarks, whose masses may igfmula for the coefficient function, Eq92) is exact.

; ; As an example, suppose that one is treating the charm
may not differ greatly, and thaf) can vary over a wide X
ran)glje. g y R y qguark (of massm.=1.5 GeV) as partonic but the bottom

guark (of massm,=4.5 GeV) as non-partonic. This implies
that we are treating phenomena on a scale of at legst
Furthermore, suppose that one has decided that the charm
In this situation, we define a series of subschemes, each gjuark is not sufficiently light compared tay, for its mass to
which is labeled by the subset of the flavors of quarks ande neglected. Then in coefficient functions with external glu-
gluon which are treated as actier partonig. The other ons, for example, one leaves both the masses of the charm
flavors in the subscheme we call non-partonic. The choice odnd bottom quarks at their physical values. In contrast, in a
subscheme is made according to the valueQoflf Q is  coefficient function with an external charm quark, its mass
much larger than the mass of a particular quark, then thainay be set to zero. As explained around E£y), this may
guark is partonic. IfQ is much smaller than the mass of a be done without loss of accuracy, since any errors are taken
particular quark, then that quark is non-partonidQlis com-  care of by higher-order coefficients with lighter external par-
parable to the mass of a particular quark, we may freeljtons.
choose whether the quark is partonic or non-partonic. Gluons
are light, so they are always partonic. We can define the  XII. MATCHING CONDITIONS AND EVOLUTION
scheme by saying that the, lightest quarks are partonic. EQUATIONS
Factorization is derived by a minor extension of the pro-
cedure in Sec. X. In that section we had one heavy quark,
which was treated as non-partonic, with the gluon and other As a consequence of the decoupling theorem, the density
quarks being treated as partonic. We simply need to replacef a non-partonic quark is suppressed by a powerAdM,
all references to a “heavy quark” by references to “non- whereM is the mass of the quark, so we will normally ap-
partonic quarks.” Thus renormalization counterterms areproximate these densities by zero.
generated byMS pole terms, except for mass renormaliza- Furthermore there are matching conditions between the
tion of heavy quarks, which is always performed on shell,parton densities witimy andn,+ 1 active quarks. The coef-
and except for graphs with loops of non-partonic quarksficients relating the parton densities are functions of the
whose counterterms are computed at zero external momenuark masses and, and have no large logarithms provided
tum and with the masses of the active partons set to zerahat u is of the order of the mass of quanig+ 1. The coef-

We used this property in our derivation of the factorization
theorem.

A. Factorization

A. Matching conditions
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ficients also have infra-red-safe limits when the masses ofame form as the one used to obtain the coefficient functions
the ny lightest quarks are set to zero. in the massless case.

These matching conditions, have been given in F&fto
order a5 and in Ref.[8] to ordera?. They are applied to
calculate the parton densities with + 1 active quarks from

the parton densities with, active quarks. The conditions It is possible to redefine the factorization results by a

are to be applied at a value Of_ the renormalization S'Calechange of scheme that defines the parton densities. This is in
a.round the mass of quaris+1. G|ven. that we set th? den- effect a change of the renormalization operation that defines
sity of the quarkny+1 to zero when it is non-partonic, the o
matching conditions give initial values for allh+1 quarks =, aqgition, the details of the extraction of the asymptotics
and the gluon which can therefore be evolved upward iny yhe structure functions may be changed by redefining the
scale. This gives an effective calculation of the density of; oneration. The constraints on allowed redefinitions were
quarkna+1 in the region where it is active. explained in Sec. IX D, and they are implied by the require-
ments for a good factorization scheme that were listed in
B. Evolution equations Sec. Il. TheZ operations and the renormalization operation
We have a series of schemes labeled by the number @hould not change the validity of the error estimates used in
active quarksna=3,4,5... .. In each scheme we have den- the proof of factorization.
sities for the gluon and for each of the active quarks and | consider theMS scheme to be the best underlying
antiguarks. Up to power-suppressed corrections, the densitissheme at the present state of the art, since it is the scheme
of the non-partonic quarks and antiquarks are zero. The asnost commonly used for calculations of QCD corrections to
tive partons evolve according to the standard DGLAP evohard processe@t least when masses are ignored
lution equations, with the kernels being those of M@ with

B. Modification of the schemes

na flavors. C. Comparison with Zimmermann's approach
XlIl. MISCELLANEOUS COMMENTS One often gets the impression that Zimmermann'’s deriva-
A. Relation to other methods of treating heavy quarks tion [36] of the operator product expansi¢@PB is consid-

] ] _ered as the most reliable. However, Zimmermann does not in
Calculations of heavy quark production often use what isact prove the results that we need for regular QCD phenom-
called a fixed-flavor-number schen&,2,4,3. This corre-  enology, even if we restrict to the case that the OPE is suf-
sponds exactly to the method described in the present papggient. (The derivation in the present paper in fact applies to
if the heavy quark is treated as non-partofifor example, it the Minkowski space structure functions, rather than only to
corresponds to a 3-flavor scheme for charm production anghe integer moments of the structure functions. It is to these
to a 4-flavor scheme for bottom productipn. integer moments that the OPE in its strict sense is restrjcted.
Other calculations switch between different numbers of His results suffer from two disadvantages. The first is that
active quarks, but neglect the masses of the active quarks s Wilson coefficients have divergences in the zero-mass
the coefficient functions. This is a valid approximation to thelimit. They are not infra-red safe, and further work is needed
scheme here when power correctiongMiQ are negligible, to put the results in a useful form for perturbative phenom-
but not when these power corrections are important. Thenology in QCD. The second disadvantage is that his evolu-
scheme described in this paper does not require the massestioin  equations are the inhomogeneous Callan-Symanzik
active quarks to be neglected. equations rather than the homogeneous renormalization-
| have been unable to discover the justification of thegroup equations that can actually be used in practice. The
scheme proposed by Martin, Roberts, Ryskin and Stirlingnhomogeneous term is not of a form susceptible to easy
[9]. calculation, so further work is needed to show that to a suit-
Roberts and Thorn¢10,11 appear to have a scheme able approximation, this term can be neglected. In Tkachov's
similar to the one in the present paper. But they do noterminology[16], Zimmermann’s version of the OPE does
present complete proofs, and they make a number of incomot give a “perfect asymptotic expansion” at largg In
rect or misleading statements. For example, they state thgbntrast, the factorization proved in the present paper is per-
“the detailed construction of the coefficient function. is  fect in this sense.
extremely difficult if not impossible.” As regards the general  In this section, we will see how Zimmermann’s results
formalism, the construction is exactly as difficult as in thecan be proved by our methods, and that they indeed suffer
light-quark case. The only computational complication isfrom the above mentioned disadvantages.
that in a calculation of the coefficient functions, heavy quark The algebraic steps that led to our factorization theorem
masses must be retained. All the necessary Feynman-graphe shown in Eq(22). The strategy in organizing the ma-
calculations for computing the coefficient functions at ordernipulations was that theight-most factor ofZ should be
a§ have been done in Reff8], and all that remains is to made explicit. Zimmermann'’s result can be obtained by ar-
organize them to form the coefficient function by use of theranging so that théeft-mostZ is picked out. This results in
recursion relation Eq(65). This recursion relation is of the the following derivation:
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gluinos, they can be treated by minor generalizations of the

F=r=Co|7¢ —(1—Z)m -To same methods: we have the choice of treating each massive
0 0 field as either partonic or non-partonic.
=Co- 1-K, [1-Ko(1-2)=(1-Kp)(1=2)] XIV. CONCLUSIONS
1 | have given a proof of factorization for deep-inelastic

structure functions including the effects of heavy quarks. The
methods are general and include all non-leading logarithms.
The scheme implemented is exactly that of AC{BI. The

"1-Ko(1-2) To

=Cy- ! .Z- - To. (94)  proof is applicable independently of the relative sizes of the
1-Ko — 1-Kg(1-2) heavy quark masses ar@, and the size of the errors is a
We therefore have a factorization theorem Eg;vsirsofA/Q. It can be readily extended to other hard pro-
F=C,®A,+non-leading power, (95) Although this paper is quite lengthy, its core is really
quite short. The essential elements of the proof are:
where the coefficient function is (1) Power counting is used to prove that the leading re-

gions have the form symbolized by Fig. 1. This is a standard
basic result of perturbative QCD.

(2) The remainder, as defined in E4.8), is then proved
to be a non-leading power. The proof is fairly obvious given
and the operator matrix element is the form of the leading regions.

(3) The bare form of factorization then follows from the
1 three lines of algebra given in ER2).

To. (97) A L
1-Ko(1-2) (4) Renormalization of the parton densities is imple-
o . Lo mented in Eq(47). Then applying the inverse renormaliza-
Notice first that the operator matrix elemek in Zimmer- o factor gives the renormalized factorization theorem.
mann’s approach is already ultra-violet finite: the Z fac- (5) Application of the factorization theorem to a parton

tors in Eq.(97) provide the necessary counterterms. This isiarget gives an algorithm for computing the coefficient func-
contrast with our approach in Sec. V, where some extra worligp,

was needed to express the factorization in terms of renormal- Thjs gives the factorization theorem when a heavy quark
ized operators. Unfortunately, the counterterms in Zimmerig treated as partonic. Simple modifications, plus the use of

mann’s approach are calculated at zero momentum, and $ge decoupling theorem, give the corresponding results when
they suffer from divergences in the massless limit, notably; peayy quark is non-partonic.

for the gluons. Thus although the bare matrix elements \yhen one is treating a heavy quark as partonic, it is valid
(without renormalizationare infra-red finite, if the hadron {4 include the heavy quark in the sum over partons in the
state is well behaved, the renormalization procedure introfyctorization formula even though it cannot really be treated
duces mass divergences. o _ . as a parton, in Feynman’s serfeErrors in doing this are
_Moreover the coefficient function is ultra-violet finite, automatically taken care of by the inclusion of higher-order
since it is just a Green function of two currents and tWoerms in the coefficient functions. Since the heavy quark den-
partons. In Zimmermann's work, on the OPE, the externakities and the light parton densities are of different sizes in
partons of the coefficient function are given zero momentumipe threshold region, a correct leading-order calculation can
this corresponds to his use of zero momentum subtractions (me be done if lowest-order coefficient functions are in-
do renormalization. The correct generalization to Minkowskig|,ded for all possible subprocesses. The lowest-order coef-
space problems is given by the operafadefined in Eq(8): ficient functions are of different orders ing: The quark-
only the “—" and transverse components of a momentuminqyced processes have a lowest order 1, and the gluon
are set to zero. Our derivation works equally well with on-jnquced process has a lowest order. As Q changes, the
shell renormalization, witlz defined by Eq(11). ~ ~  ye|ative contributions of the different subprocesses change in
However, Zimmermann's definition of the coefficient is gjze This mixing of orders is to be expected in any problem
not infra-red finite. One cannot set the masses to zero. This ignere the parton densities have very different sizes, and is

the strongest reason for not regarding Zimmermann's apnot incorrect, contrary to the assertion of Roberts and Thorne
proach as adequate for the problems we are interested in. Itjig47.

a particular problem in QCD as opposed to other field theo- Notice that there is an implicit unitarity sum over final

ries, since the gluon is intrinsically massless. states in the whole of our work. As explained in Sec. IV A,
this implies that the details of the final-state interactions do

C,= Z, (96)

C°1—K0

AZ:Z

D. Other processes

Exactly the same methods that have been explained here
can be applied to other processes. Also, if there turn out to be??The word “parton” is used in two different senses in this sen-
other fields with color interactions, for example, squarks orence.
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not affect factorization or the calculation of the coefficient This candidate coefficient function has some properties

functions. In particular, itis irrelevant that in Feynman-graphthat make it an obvious candidate for a renormalized coeffi-

calculations, there are on-shell partons in the final-state, evetient function:

though in the real-world there are only physical hadrons in (1) The factors of - Z prevent there from being leading

the final-state. contributions from regions where the momenta on the left are
much higher in virtuality than those on the right.
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(4) The factor P cancels all the ultra-violet diver-
APPENDIX: MISLEADING DERIVATION OF FORMULA gences

FOR RENORMALIZED COEFFICIENT FUNCTION (5) The right-most factor oZ defines the standard ap-

In this appendix we show some apparently correct maProximation appropriate to defining a hard-scattering coeffi-
nipulations can be used to justify a plausible but wrong for-cient that is coupled to a collinear target factor.

mula for the renormalized coefficient function. The formula  ThereforeC,nq represents an obvious way of applying
is ultra-violet renormalization to the bare coefficient function

defined in Eq(23).

Let us now attempt to prove the factorization formula

C (1-P)-Z. (A1)

cand_CO' 1_(1_Z)K0
(The subscript “cand” is to indicate this is a candidate for F=Ccand®Ag+ non-leading power. (A3)

the renormalized coefficient functionExpanded in powers

of K, this gives

The following manipulations use just ordinary linear algebra,
together with the definitions o€g, Ag, andAg, and the

propertiesz?=Z and PZ="7P:

oo

Ccand:CO'nZO[(1_Z)Ko]n'(1_75)'z- (A2)

1 -
CcandX’AR: Com(l_ P)ZG@AB

N 1 _
=Cg(Z2-P)| Z-ZKg————— P

- AB
1—(1-P)Ko

[ ) 1 *
=Cg| Z— P~ (ZKo—PKy) ————— P
1-(1-P)K,

. ) 1

1 -
=Cg|Z-[1-(1-2)Kg] ———P
1

1 .
=Cp®Ag—Cop————— PAg
1-(1-P)Ko
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1 -

:CB®AB_CO (1_K0) —(_PAB

1-Ko 1-(1-P)Kq

. . 1 -

=Cg®Ag—Cy [1-(1-P)Kg—PKy] ———— PAg

1-Ko 1-(1-P)Kq
=Cg®Ag—Cy Pl1-Kg————— P|Ag. (A4)

1-Kp 1-(1-P)Kq

In the second term of the extreme right-hand side, we have a The two terms in Eq(A6) appear to cancel. In fact this is
pole-part operation applied to a quantity without ultra-violetnot so. We are taking

divergences,Cy/(1—Kg). This second term is therefore

zero, and we appear to have provegd,, (@ Ar=Cg®Ag, [pole partCyZKo)]To—CoZ[pole partZKo)]To.

which is sufficient to prove factorization, sind8g®Ag (A7)
equals the structure functioR, up to a power-suppressed This is not, in general, zero, as can be seen by taking a

remainder. imol h ical lo. L | dzK
Unfortunately, the above derivation is false. It has as-SIMPle mathematical example. Let us repldtgZ andZK,

sumed that the operation of taking the pole part obeys all th y

rules of linear algebra, including associativity. The problem 1

can be seen at the first orderkyy. There are two terms on CoZ=1+ae, ZKy=—+bh. (A8)
the left-hand side of EqA4): €

[Co(1-2)Ko(1=P)ZJ[ZTo] +[CoZI[ZKo(1=P)Tol. ~ Then Eq.(A7) becomes
(A5) 1
The square brackets are used to delimit factors belonging to pole part(1+ae) ;+b
the coefficient and to the operator. The terms with a pole-part
are

—(1+ae)pole par

1 1 1
) ) ;+b)=;—(1+ae);
—[Co(1-2)KoPI[ZTo] —[CoZ][ZKoPTo]

~[CoZKoPIZTel~[CoZI[ZKPTol,  (A6) - (A9)
where we have observedorrectly that CyK, has no ultra-  Which is clearly non-zero.
violet divergence. TreatingP as an associative operator has failed.
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